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The high number of diabetes mellitus sufferers has become a global health issue, and a scientific ap-
proach is needed to produce accurate and efficient diagnoses, which can then support decision-making
in providing solutions for its management. The goal of this research is to develop a machine learning
model that can accurately, efficiently, and transparently diagnose diabetes mellitus for use in clin-
ical practice. This research method involves using the Support Vector Machine (SVM) algorithm,
optimized with the Grid Search technique, and evaluated interpretively using the SHapley Additive
exPlanations (SHAP) method. This research uses a secondary dataset consisting of the parameters
Pregnancies, Glucose, BloodPressure, SkinThickness, Insulin, Body Mass Index, DiabetesPedigree-
Function, and Age. Data preprocessing was carried out by performing normalization using a standard
scaler and dividing the data into training and testing sets. The results of this study show that the SVM
model achieved an accuracy of 0.7532 with the optimal parameters C: 1, gamma: 0.01, and kernel: rbf.
Using SHAP, the analysis shows that the parameters Glucose, Body Mass Index, and Age have a sig-
nificant impact on the results of diabetes classification. The main finding of this study is that Support
Vector Machine optimization with SHapley Additive exPlanations can deliver excellent performance
in diabetes prediction while also enhancing model transparency. The study’s implications suggest that
the results can serve as a foundation for developing a medical diagnosis system that is straightforward,
accurate, and easy to understand for diabetes mellitus.
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1. INTRODUCTION

Data from the Ministry of Health shows that the number of people with diabetes in Indonesia has now reached 19.5 million.
The number is predicted to soar to 28.5 million inhabitants by 2045. The latest data from the International Diabetes Federation (IDF)
shows that in 2025, it is estimated that 11.1% of the adult population in Indonesia will have diabetes [1]. A significant increase in
IDF projections indicates that by 2050, approximately 853 million people will have diabetes [1]. Projections until 2050 estimate
an increase in the number of people with diabetes globally, which could have a major impact on health systems and the economy.
Considering that the early symptoms of diabetes are often undetected, an accurate early diagnosis system becomes very urgent. In this
context, machine learning algorithms such as Support Vector Machine (SVM) become a promising solution in building a data-driven
prediction system based on patients’ health history.

Various previous studies have utilized SVM algorithms for medical classification. Research by [2—4] shows that SVM has
advantages in handling high-dimensional data and is resistant to overfitting, especially on small-sized datasets. Research conducted
by [5] showed an average accuracy of 92.48% in classification using SVM. Parameters such as C (regularization) and gamma (RBF
kernel parameter) greatly affect the model’s performance [6-8]. For this reason, the Grid Search technique is used as a hyperparameter
optimization method. Research by [9, 10] shows that the use of Grid Search can significantly improve the accuracy of diabetes
predictions. In a study by [11] the highest accuracy of 98.88% was achieved using optimized SVM, while [12] that the SVM algorithm
can achieve the highest accuracy of 98.88%, while gradient enhancement yields an accuracy of 98.08%. This research shows that
optimizing the SVM model with GridSearchCV can improve the accuracy in predicting fake job recruitment. Other research by [13]
the test results show that the SVM-SMOTE scenario produces the best accuracy. The SVM SMOTE scenario achieves an accuracy
of 88% with an error rate of 12% using the RBF kernel, based on a 90:10 split of test and training data. This scenario also results
in precision and sensitivity values of 0.880 each. The research results indicate that classifying factors is more accurate when using
the support vector machine (SVM) method with inequality data handling (SMOTE). It can be concluded that the distribution of the
test and training data affects the testing scenario. Other research by [14] The Grid Search-based Support Vector Machine Classifier
is used as a prediction model for predicting diabetic disease. The grid search technique is used here to tune the hyperparameters and
improve classification accuracy. The developed framework achieves an accuracy of 98.71% on the Vanderbilt diabetes data.

The difference between this research and previous studies is that most previous studies focused solely on classification accuracy,
without considering model interpretability. This approach did not address the medical world’s need for transparency in decision-
making based on machine learning. In addition, although there are studies that combine SVM and SHAP, their application in the
context of diabetes prediction on secondary data with systematic hyperparameter optimization and class balancing has not been widely
encountered. The novelty of this research lies in the integration of the optimized Support Vector Machine method with Grid Search
and data balancing using SMOTE. These techniques are then transparently explained using SHAP as an interpretation method based
on Shapley’s value theory in cooperative games. This approach allows for the development of a diabetes prediction system that is
not only accurate but also reliable and understandable for medical personnel. This research aims to develop an SVM-based diabetes
prediction model that has been optimized using Grid Search, with data balancing using SMOTE, and interpretation of prediction
results through SHAP. The contribution of this research is to produce an accurate and transparent prediction system to support better
medical decision-making.

2.  RESEARCH METHOD

Based on the background above, this study will develop a classification model for diabetes using the Support Vector Machine
algorithm, optimized with Grid Search and integrated with the SHAP (SHapley Additive exPlanations) method to enhance the model’s
prediction results. This research uses secondary data with eight input parameters and one label parameter consisting of: Pregnancies,
Glucose, Blood Pressure, Skin Thickness, Insulin, BMI, Diabetes Pedigree Function, Age, and Outcome. The methodology in this
research is described starting from the data collection stage, data pre-processing, which divides the data into training and testing data,
SVM optimization with Grid Search, and the integration process with the SHAP method. This stage of the methodology can develop
an optimal predictive model that is visualized interpretively, as seen in the following Figure 1.
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Figure 1. Research flow diagram
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The image above is the flow of the research conducted in the development of the machine learning method, with the following
stages:

2.1. Data Collection

The data source is secondary data consisting of eight parameters: Pregnancies, Glucose, BloodPressure, SkinThickness, In-
sulin, BMI, DiabetesPedigreeFunction, and Age. It also includes one label, which is the outcome, totaling 768 records. The dataset
can be seen in the following Figure 2.

Figure 2. Dataset

2.2. Pre-Processing Data

After collecting secondary data, the next step is data preprocessing, which involves dividing the data into training and testing
sets. Before splitting the data, feature scaling is performed using the script scaler = StandardScaler() so that each parameter has a
mean of 0 and a standard deviation of 1. The population standard deviation serves to assess how the data is spread from its average
value. To calculate it, Equation 2 provided below is used [15].

o=+/o(xi—pu?/N (D

Where o = Population standard deviation, N = Population Number, xi = each value from the population and y = average
population. The dataset used in this study is secondary data sourced from public repositories and consists of several clinical features
relevant to diabetes prediction, with a total of 768 samples. The next step is to divide the data into training and testing sets with a
common ratio of 70:30. This process includes feature scaling and standardization. Various steps are aimed at ensuring that the model
is trained on representative data and tested on unseen data to measure its generalization capability. Proper preprocessing will help
reduce bias, improve model stability, and ensure that prediction outcomes are more reliable. This process can be seen in the following
Figure 3.

v q
7 © # Preprocessing

scaler = StandardScaler()

X_scaled = scaler.fit_transform(X)

X_train, X_test, y_train, y_test = train_test_split(X_scaled, y, test_size=0.3, random_state=42)

Figure 3. Data pre-processing

In the script, feature standardization is performed to ensure they have the same scale, which is mean = 0 and standard deviation
= 1. Next, the data is divided into training and testing sets, with X_scaled being split into X_train and X _test. Test_size=0.3 means
that 30% of the data is used for testing and 70% for training.

2.3. Grid Search Optimization SVM

The process of selecting parameter combinations affects the optimum model results so that the outcomes of the modeling can
be trusted. In this study, the optimization process of the Support Vector Machine (SVM) algorithm uses grid search. The grid search
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method evaluates by combining parameters with cross-validation techniques to find the configurations of C, kernel, and gamma
that provide optimum prediction results. Optimization with Grid Search can enhance the model’s accuracy using the test data, as
illustrated in Figure 4.

# Grid Search
param_grid = {
'C': [0.1, 1, 18],
‘gamma': [@.01, 8.1, 1],
‘kernel®: ["rbf"]
}
grid = GridsearchCV(svC(probability=True), param_grid, refit=True, cv=5, scoring='accuracy', verbose=1)
grid.fit(X_train, y_train)
model = grid.best_estimator_

Figure 4. Grid search optimization of SVM

In the above script, parameter optimization on the SVM model is performed using Grid Search with cross-validation to find the
best parameter configuration that yields the highest accuracy. The script tests nine parameter combinations, namely 3 C x 3 gamma x
1 kernel, and uses 5-fold cross-validation to evaluate each combination. In the line of code, model = grid. The best_estimator produces
the highest accuracy on the training data based on cross-validation and is ready to be used for predictions or further evaluation.

2.4. SVM model training

After the hyperparameter optimization process is completed using Grid Search, the next step is to train the Support Vector
Machine (SVM) model using the best parameters obtained. SVM maps input data to a higher-dimensional feature space using kernel
functions such as the radial basis function (RBF) to handle data that is not linearly separable. The goal is to minimize classification
errors while maximizing the margin, resulting in a model that generalizes well to new data. With this approach, SVM becomes an
effective classification algorithm, especially in dealing with high-dimensional and complex datasets. The optimized SVM model is
then trained on the training data that has gone through the pre-processing process. This training aims to create a classification model
that can optimally separate the target classes based on the available features.

2.5. Model Evaluation

After the model training process is completed, the next step is to evaluate the model’s performance in making predictions. The
purpose of this model evaluation is to measure the model’s ability to generalize to the test data. The metrics for evaluating this model
are accuracy, precision, recall, fl1-score, and confusion matrix. The values on this metric are considered to objectively assess the
model’s ability to solve classification problems in this study. This process can be seen in the following Figure 5.

# Evaluation

y_pred = model.predict(X_test)

# Evaluation

y_pred = model.predict(X_test)

print("Best Parameters:”, grid.best_params_)

print("Accuracy:", accuracy_score(y_test, y_pred))

print(“Classification Report:\n", classification_report(y_test, y pred))

Figure 5. Model evaluation script

The model testing step is carried out using the test data (X_test) to generate predictions (y_pred) with the prepared model. After
the prediction stage, the best parameters from hyperparameter optimization obtained through the Grid Search process are displayed
in the best_params._ attribute. Next, the model’s performance is evaluated by calculating the accuracy score using the accuracy_score
function, which compares the true labels (y_test) and the prediction results (y_pred). In addition, a more detailed classification report
is presented through the classification_report function, which includes evaluation metrics such as precision, recall, fl-score, and
support for each class. This evaluation aims to measure how well the model can generalize to data it has never encountered before.

2.6. Interpretability with SHAP

After obtaining the results from the model evaluation, the next process is Interpretability using SHAP (SHapley Additive
exPlanations). This method can help provide an understanding of the parameters that influence the prediction results, allowing end
users to see their contribution. SHAP is based on the Shapley values from game theory that provide the contribution of each feature
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1 to the model’s predictions. In this approach, the predicted value is generated from the linear sum of the bias and all the utilized
features. Each feature is multiplied by the corresponding weight, and then the results are summed with the existing bias [16]. This
calculation can be seen in the following Equation 2.

g(8) =0+ > ;% )

j=i

In that formula, g(z#%) represents the predicted output of the model, while 0 is the initial value (bias) of the prediction when
there is no influence from any features. The symbol j indicates the contribution value from feature j, and Z;j is the value of feature
j in the data example byteing analyzed. The sum m represents the total number of features applied in the model. Where g is an
explanatory model, Z = ((%1...%4a))"€{0,1}M is a coalition vector, M is the maximum coalition size, and ¢; is feature attribution
for feature j Shapley value. The interpretation process begins with the initialization of the explainer object using shap.Explainer(),
which utilizes the probabilistic prediction method (model.predict_proba) from the XGBoost model and the training data X _train as a
reference. Next, SHAP values are calculated by applying the explainer to the test data X_test, resulting in an array of SHAP values
(shap_values) for each feature and each observation. To visualize the results, the shap.summary_plot() function is used, which is
specifically aimed at displaying the contributions of features to the positive target class (class 1). This process can be seen in the
following Figure 6.

# SHAP Interpretation

explainer - shap.Explainer (model.predict proba, X train,
feature_names=columns[:-11)

shap values = explainer(X test)

# Summary Plot Selecting SHAP values for class 1 (index 0 for binary
# classification) and reshaping to 2D

shap.summary plot (shap values.values[:,:,1], X test, feature names—columns[:-1])

# Changed shap values[:,1] Lo shap valu :,11 to select all features and the

second class and then using .values to access the numpy array

Figure 6. Script interpretability with SHAP

To obtain an explanation of the understandable model, the SHAP (SHapley Additive exPlanations) method is used. The
interpretation process starts by creating an Explainer object from the SHAP library, which is built based on the model’s predicted
probability function (model.predict_proba) and the training data (X_train). Feature names are added through the feature_names
parameter, which in this context does not include the target column. The SHAP values are obtained for the test data (X_test) by
calling the explainer object, which produces a shap_values object that indicates the contribution of each feature to the predictions
made by the model.

3. RESULT AND ANALYSIS

The results of the experiments and analyses conducted using the Support Vector Machine (SVM) method, optimized using
the Grid Search technique, for diabetes prediction. The increase in accuracy with the Grid Search method shows that the SVM
algorithm used can optimally solve the problems in this research. The optimization results are re-analyzed using SHAP (SHapley
Additive exPlanations) techniques to provide interpretability to the model, allowing for the identification of dominant parameters that
contribute to the prediction results. The output of this study was obtained from evaluating the SVM model using metrics such as
accuracy, precision, recall, and F1-score, which were subsequently interpreted using the SHAP method. This process approach will
produce accurate, optimal prediction outputs and ensure transparency in the model’s decision results.

3.1. SVM Model Results

The classification process was performed using the Support Vector Machine (SVM) algorithm with a radial basis function
(RBF) kernel approach to accommodate data that cannot be linearly separated. The dataset first underwent a preprocessing stage,
including normalization using the standard scaler method to ensure all features are on a uniform scale. The SVM model was then
optimized using Grid Search techniques to determine the best parameter combination, namely C=1, gamma=0.01, and kernel="rbf’.
The evaluation results against the test data are shown in Table 1 below. The performance measurement results can be seen in Figure
7.

Support Vector Machine . .. (M. Safii)
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4.

3.2

Integration with SHAP
To enhance the transparency and interpretability of the optimized Support Vector Machine (SVM) model, the next step is to

Table 1. Evaluation Results

Class Precision Recall F1-Score Support
0 0.79 0.84 0.82 151
1 0.66 0.59 0.62 80

# Evaluation

y_pred = model.predict(X_test)

# Evaluation

y_pred = model.predict(X_test)

print("Best Parameters:", grid.best_params_)

print("Accuracy:", accuracy_score(y test, y pred))

print(“Classification Report:\n", classification_report(y_test, y_pred))

Best Parameters: {'C': 1, 'gamma': 8.1, 'kernel': 'rbf'}
Accuracy: ©.7532467532467533
Classification Report:

precision recall fl-score support

2] 8.79 @.84 .82 151
1 .66 8.59 0.62 8e

accuracy 0.75 231

macro avg 8.73 e.71 0.72 231
weighted avg 8.75 8.75 0.75 231

Figure 7. Classification report SVM

Based on the script in the image above, it can be explained that:
. Accuracy: 0.7532467532467533. An accuracy of 75.3% indicates that out of all predictions made by the model on the test

data, about 75.3% are correct (for both patients without diabetes and with diabetes).
. The precision for class 0 (patients without diabetes) is 0.79, and the precision for class 1 (patients with diabetes) is 0.66.
. The recall (sensitivity/TPR) for class 0, representing patients without diabetes, is 0.84, meaning the model successfully identi-
fied 84% of patients who truly do not have diabetes. Meanwhile, the recall for class 1, representing patients with diabetes, is
0.59, indicating that the model correctly detected only 59% of diabetic patients.
The F1-score for class O (patients without diabetes) is 0.82, and the F1-score for class 1 (patients with diabetes) is 0.62.

integrate it with the SHAP (SHapley Additive exPlanations) method. SHAP is a model explanation technique based on Shapley value
theory from game theory, which can measure the contribution of each feature individually to the prediction outcome. By integrating
SHAP, not only is model performance prioritized, but it also provides a deep understanding of how input parameters influence the
model’s decision-making process. This makes it easier for practitioners and medical experts to interpret diabetes prediction results
more transparently and accurately. The result of the integration can be seen in Figure 8 below.

High
Glucose - LI ee w g et s s
BMI . [T VRN
Age -hu-- s
DiabetesPedigreeFunction h—-- E
@
g
i S
Pregnancies h ﬁ
BloodPressure " - =
SkinThickness "
Insulin *
Low
-0.2 0.0 0.2 0.4

SHAP value (impact on model output)

Figure 8. SHAP summary plot
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Based on Figure 8, the contribution of each feature to the SVM model’s predictions in diabetes classification illustrates how
each parameter individually affects the model output. SHAP (SHapley Additive exPlanations) was used to analyze and improve
the interpretability of the SVM model. The SHAP summary figure in Figure 8 above illustrates how each factor contributes to the
model’s predicted output for the classification of diabetes. The model’s features are shown on the vertical axis, arranged according to
their importance for making predictions. The SHAP values for each parameter are plotted against the model output in the horizontal
line. Each parameter’s values are shown by the colors blue and red, with blue denoting low numbers and red denoting high numbers.
According to the graph, the study concludes that age, body mass index (BMI), and glucose have the greatest effects on the outcomes
of diabetes prediction. Other parameters, such as blood pressure, pregnancy, and diabetes pedigree, have a moderate impact, while
skin thickness and insulin have very little. This finding emphasizes that blood sugar levels, obesity conditions, and age are the main
indicators in the early diagnosis of diabetes. The results of this study are consistent with or supported by previous studies, such as
[17-19] which indicate that blood glucose, BMI, and age are dominant predictors in diabetes classification. Blood sugar and obesity
in particular dominate the input to categorization judgments, according to research [20] that incorporates SHAP into machine learning
algorithms. Therefore, the study’s findings support the notion that medical prediction systems that combine optimized SVM with
SHAP interpretation offer both accuracy and transparency.

4. CONCLUSION

This study fundamentally aims to combine optimization of predictive models and interpretability in the context of early dia-
betes diagnosis. The application of hyperparameter tuning techniques on the Support Vector Machine algorithm has been shown to
improve classification accuracy while maintaining a balance of key evaluation metrics. Beyond merely enhancing performance, the
integration of SHAP methods provides transparency in model decision-making, addressing the need for clarity in predictive logic
within healthcare systems. The results of this study emphasize that accurate predictive modeling alone is not sufficient; understand-
ing the factors that influence prediction outcomes is essential for clinical acceptance and user trust. For further development, this
model can be expanded into external validity testing using real-world data from health institutions, and it should also be evaluated
alongside medical practitioners to assess its clinical utility directly. Additionally, integrating it into visual interface-based decision
support systems would be a strategic step to bridge the use of the model by non-technical medical personnel in the field.
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