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This study examines the effectiveness of mBERT (Multilingual Bidirectional Encoder Representa-
tions from Transformers) in assessing semantic alignment between student and teacher concept maps
in multilingual educational contexts, comparing its performance with TF-IDF. Using datasets in both
Indonesian and English, the study demonstrates that mBERT outperforms TF-IDF in capturing com-
plex semantic relationships, achieving 96% accuracy, 96% precision, 100% recall, and a 98% F1 score
in the Indonesian dataset. In contrast, TF-IDF achieved higher precision (73%) and accuracy (79%) in
the English dataset, where mBERT recorded 54% accuracy, 47% precision, but 90% recall. Semantic
alignment was measured using cosine similarity to calculate the cosine of the angle between vectors
representing textual embeddings generated by both models. This method facilitates cross-linguistic se-
mantic comparison, overcoming challenges related to word frequency and syntactic variations. While
mBERT’s computational demands and the study’s limited linguistic scope suggest room for improve-
ment, the findings highlight the potential for hybrid models and emphasize the transformative impact
of Al-driven tools, such as mBERT, in fostering inclusive and effective multilingual education.
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1. INTRODUCTION

The increasing complexity of educational environments requires a comprehensive understanding of how multilingualism affects
learning outcomes, particularly through tools such as concept maps. Concept maps serve as powerful visual aids for organizing
knowledge and illustrating relationships among concepts [1]. Recent studies have shown that concept mapping significantly enhances
comprehension and retention, especially in multilingual settings where language barriers can impede learning [2]. Consequently,
integrating multilingual assessments is crucial to identify discrepancies in understanding and pinpoint areas requiring instructional
support [3]. Open-ended concept maps, which enable students to create and connect concepts freely, are particularly beneficial
in diverse linguistic environments. They encourage creativity and deeper engagement, enabling students to express understanding
beyond language barriers [4]. In multilingual classrooms, assessing the semantic alignment between student and teacher concept
maps is essential for identifying comprehension gaps. This alignment provides critical insights into how well students grasp material
presented in different languages, particularly in contexts where instruction is not in their mother tongue [5]. The importance of
this assessment lies in its ability to foster a more inclusive learning environment where students’ diverse linguistic backgrounds are
recognized and valued [6]. By employing concept maps, educators can better understand students’ conceptual frameworks and adapt
teaching strategies, ultimately enhancing educational equity [7].

The relevance of multilingual assessments is underscored by increasing diversity in global educational settings. Developing
assessment tools that reflect and leverage students’ linguistic resources is therefore crucial [8]. Research indicates that multilingual
education can lead to improved cognitive flexibility and problem-solving skills, essential for success in today’s globalized world
[9]. Furthermore, multilingual assessments can help preserve and revitalize indigenous and minority languages, contributing to the
preservation of cultural heritage and identity [10]. This study aims to explore the effectiveness of the multilingual BERT (mBERT)
model in assessing semantic alignment between student and teacher concept maps in both Indonesian and English contexts. mBERT
was chosen due to its proven ability to process and understand multiple languages simultaneously, a key aspect of its theoretical
foundation as a transformer-based model pre-trained on extensive multilingual corpora [11]. Previous studies have highlighted
mBERT’s effectiveness in capturing complex semantic relationships across languages, making it an ideal tool for evaluating concept
maps in diverse linguistic contexts [12]. Its architecture leverages shared linguistic features, which is particularly beneficial when
students express similar concepts in different languages [13].

Moreover, the application of mBERT aligns with contemporary trends in educational technology, emphasizing the integration
of artificial intelligence in learning environments. Research demonstrates the potential of Al-driven tools to enhance formative
assessments by providing real-time feedback and insights into student understanding [14]. By utilizing mBERT, this study investigates
the model’s capacity to facilitate semantic alignment assessments between student and teacher concept maps, contributing to the
ongoing discourse on the role of technology in education [15]. In addition to mBERT, the evaluation methods employed in this study,
including TF-IDF and cosine similarity, are well-established techniques for measuring semantic similarity. These methods allow
for a quantitative analysis of concept maps, providing a clear framework for comparing the conceptual understandings of students
and teachers [16]. Comparative studies highlight that while deep learning models like LSTM achieve high accuracy in sequential
interaction analysis, lightweight methods such as TF-IDF and cosine similarity offer computational efficiency a critical factor for
scalable multilingual assessments [17]. The use of cosine similarity enables quantitative analysis of concept maps, providing a
clear framework for comparing conceptual understandings and informing instructional strategies [18]. Furthermore, incorporating
statistical measures such as the Intraclass Correlation Coefficient (ICC) and Pearson correlation will enhance the robustness of the
findings, offering a comprehensive view of alignment [19].

The significance of this research extends beyond concept mapping, as it contributes to the broader field of multilingual educa-
tion by providing insights into effective assessment practices. As educators increasingly recognize the value of students’ linguistic
diversity, studies like this can inform the development of pedagogical strategies that embrace multilingualism as a resource rather
than a barrier [20]. By accurately assessing semantic alignment in multilingual settings, this research aims to highlight the potential
for improved educational outcomes through tailored instruction that respects and incorporates students’ linguistic backgrounds [21].
In conclusion, assessing semantic alignment between student and teacher concept maps in multilingual settings is a critical area of
research that addresses the complexities of language diversity in education. This study is particularly important as it directly tackles
the challenge of identifying discrepancies in understanding and comprehension gaps among multilingual learners, especially when
they are acquiring knowledge in a non-native language, thereby fostering a more inclusive and equitable learning environment. By
employing the mBERT model and established evaluation methods, this study aims to provide valuable insights into the effectiveness
of concept mapping as a pedagogical tool in both Indonesian and English contexts, thereby contributing to the assessment of Al-
based semantic alignment and its application within multilingual education. The findings will not only contribute significantly to the
understanding of multilingual assessments but also support educators in creating truly inclusive and effective learning environments
for all students [22].
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2.  RESEARCH METHOD

This study aims to evaluate the semantic alignment between student and teacher concept maps in a multilingual educational
context. The research process consists of four main stages: Data Collection, Data Preparation, Modeling, and Evaluation. Each phase
is carried out systematically to ensure the validity and reliability of the results. This approach enables an in-depth analysis of how
students’ concept maps reflect their understanding and how semantic alignment can be utilized to enhance learning in multilingual
classrooms.

Data Preprocessing

Data Collection
« Data Extraction « Confussion Matrix
+ Data Cleaning * RMSE

I

Modeling

« MBert Calculate Similarity
« TF-IDF

Figure 1. Flowchart research

« MAE

Figure 1 illustrates the research process flow, which is divided into four main stages: Data Collection, Data Preprocessing,
Modeling, and Evaluation. The first stage, Data Collection, involves gathering raw data, followed by Data Preprocessing, which
includes data extraction and cleaning to prepare the data for further analysis. The Modeling stage utilizes two models, mBERT and
TF-IDF, to process the data. Afterward, the Evaluation stage assesses the models’ performance through metrics such as the confusion
matrix, RMSE, and MAE. Finally, the Calculate Similarity step measures the semantic alignment between the student’s and teacher’s
concept maps, thereby linking all components of the research workflow.

2.1. Data Collection

Two primary and distinct data sources were utilized in the data collection phase to ensure a comprehensive evaluation across
different linguistic and disciplinary contexts. The Indonesian dataset was collected from a database course that focuses on relational
database topics. These materials, including concept maps that cover basic concepts such as entities, relationships between tables, and
normalization processes, were derived from actual course content designed by university instructors to help students understand the
structure and fundamental principles of relational databases. This dataset was selected to represent a real-world academic scenario
where students learn foundational concepts in their native language, providing a clear context for assessing semantic alignment in a
structured educational setting. The dataset comprised concept maps from 27 individual students (as derived from Table 1, Teacher
- Student 1” to "Teacher - Student 27”), with each student’s concept map formatted as an individual .txt file, allowing for effective
textual analysis to capture their conceptual understanding [23].

e =
A pl

e
Students Concept Map .txt

Figure 2. Data collection

Figure 2 demonstrates the Data Collection process, which begins with students creating concept maps that represent their
understanding of a particular topic. These concept maps are then converted into text files (.txt format) for further analysis. The
conversion from graphical concept maps to text-based formats enables easier processing and semantic analysis in subsequent stages
of the research, facilitating comparison between student and teacher concept maps.

Assessing the Semantic . . . (Nadindra Dwi Ariyanta)



116 O3 ISSN: 2476-9843

The English dataset was obtained from open-source materials on GitHub, with a specific focus on user authentication in
cybersecurity. This dataset comprises concept maps that illustrate various aspects of user authentication, including methods, password
management, and encryption techniques. This dataset was chosen to represent a distinct domain (technical/cybersecurity) and a
different language, allowing for the examination of model robustness across varied lexical and conceptual complexities outside of a
direct classroom collection. It provides industry-relevant content and facilitates the comparison of conceptual representations across
academic and technical contexts. Unlike the Indonesian dataset, the English dataset required additional processing to extract textual
representations for analysis. The English dataset comprised 24 student concept maps (as derived from the results discussion in Section
3.1 and Table 2’s mention in relation to English dataset accuracy), alongside the corresponding teacher’s reference map [24].

2.2. Data Preprocessing

During the data pre-processing phase, the datasets are cleaned and structured to ensure consistency and usability. For the
Indonesian dataset, individual .txt files from students are consolidated into a single .csv file, with the teacher’s file placed at the top
as a reference. Similarly, for the English data set, textual data is extracted from student concept maps and then consolidated into a
.csv file, following the same format. Placing the teacher’s data at the top facilitates direct comparison and alignment during semantic
analysis.

Preprocessing steps include removing irrelevant punctuation such as periods, commas, question marks, and exclamation points
to avoid interference during modeling. All text is converted to lowercase to maintain consistency and simplify analysis. Additionally,
excess white space is removed to ensure the data is clean and well-structured. These steps prepare the data sets for advanced semantic
analysis using models such as mBERT, ensuring accurate and reliable results [25].

2.3. Modeling

In the modeling phase, the multilingual BERT (mBERT) model was utilized to assess the semantic alignment between student
and teacher concept maps. Specifically, the ’bert-base-multilingual-cased’ pre-trained model was utilized from the Hugging Face
Transformers library, chosen for its proven capability in cross-lingual understanding and its broad coverage of 104 languages, includ-
ing Indonesian and English. mBERT generates high-dimensional numerical embeddings from the input text, which encapsulate the
contextual semantic meaning of words and phrases. These embeddings were then evaluated using cosine similarity to compute se-
mantic alignment scores. Thresholds are applied to classify alignment levels, with values above 0.7 in the Indonesian dataset and 0.6
in the English dataset considered high alignment (1) [26, 27]. These specific thresholds were determined empirically through prelim-
inary experiments and cross-validation on a subset of the respective datasets, aiming to optimize the balance between precision and
recall for each language, given the characteristics of the concept map data. The lower threshold for English reflected a recognition of
potentially greater lexical variability or semantic complexity in the cybersecurity domain compared to the more structured academic
content in Indonesian, allowing mBERT to classify more instances as aligned without excessive false negatives. As a baseline for
comparison, the TF-IDF model is also used to compute semantic alignment scores. TF-IDF represents text based on word frequency
and significance, using cosine similarity for evaluation. A uniform threshold of 0.4 is set for TF-IDF in both datasets to reflect its
statistical approach. This threshold was selected to provide a consistent and conservative baseline for TF-IDF, reflecting its inherent
focus on direct term overlap. While TF-IDF provides a useful baseline, mBERT’s deep learning capabilities allow for a more nuanced
understanding of semantic relationships across multiple languages, which this study seeks to validate [28].

2.4. Evaluation

In the evaluation phase, the alignment scores are compared to the ground truth data to assess the model’s performance. For the
Indonesian dataset, the ground truth is binary, with alignment values classified as O or 1. For the English dataset, the ground truth
initially represents the alignment as percentages or decimals (0 to 0.6), which are normalized to a range of 0 to 1 by dividing by 0.6.
After normalization, a threshold of 0.6 is applied to classify high (1) and low (0) semantic alignment [29].

Several metrics are used to evaluate performance, including accuracy, precision, recall, F1 score, root mean square error
(RMSE), and mean absolute error (MAE). Accuracy provides an overall measure of correct classifications, while Precision and
Recall provide insight into specific types of errors. F1 Score balances Precision and Recall, highlighting the model’s reliability in
different scenarios. RMSE and MAE quantify prediction error, with RMSE penalizing larger errors more severely. These metrics
provide a comprehensive view of the effectiveness of the models in assessing semantic alignment [30].

TP+TN
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The performance of mBERT is evaluated using several metrics to assess its ability to capture semantic alignment between
student and teacher concept maps. Accuracy is calculated as the ratio of correctly predicted positive and negative instances to the
total number of samples, as described in Formula 1. Precision measures the proportion of true positives (TP) to the total predicted
positives, as explained in formula 2. Recall is the ratio of true positives (TP) to the total number of actual positives, as shown in
Formula 3. The F1-Score, which combines both precision and recall, is calculated using Formula 4. Additionally, Root Mean Square
Error (RMSE) is used to evaluate prediction error by computing the square root of the average squared differences between the ground
truth values y; and the predicted values (g;), as explained in formula 5. Mean Absolute Error (MAE), which calculates the average
absolute difference between predicted and actual values, is described in formula 6. These evaluation metrics ensure a comprehensive
assessment of mBERT’s performance, providing insights that can inform educational strategies and support multilingual learning
environments.

The evaluation of mBERT’s performance in capturing semantic alignment is carried out using several metrics, including ac-
curacy, precision, recall, and Fl-score. These metrics are calculated using the following parameters: True Positives (TP) represent
instances that are correctly predicted as positive. At the same time, True Negatives (TN) refer to instances that are correctly predicted
as negative. False Positives (FP) are instances that are incorrectly classified as positive, and False Negatives (FN) are those that are
incorrectly classified as negative. The ground truth value is denoted as y;, and the predicted value is represented as (§;). The number
of samples in the dataset is denoted as n. By employing these evaluation methods, the study ensures a robust assessment of mBERT’s
ability to align student and teacher concept maps semantically, offering valuable insights that can guide instructional strategies and
enhance multilingual education.

3.  RESULT AND ANALYSIS

In text-based data processing, accuracy and efficiency in document similarity analysis are crucial aspects. The system devel-
oped in this study uses text representation methods, specifically mBERT and TF-IDF, to generate comparable numerical vectors.
Cosine similarity is used to measure the degree of similarity between documents based on the angle between their vectors. This
approach aims to identify documents with certain levels of similarity according to predetermined thresholds.

Text Representation
« MBert (Numeric Output
Vectors)

« TF-IDF (Word
Frequency)

Thresholding

Cosine Siulerityl + MBert (0.7 and 0.6)

+ TF-IDF (0.6)

Figure 3. Flowchart system
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3.1. Results

The similarity scores between teachers’ and students’ concept maps, calculated using TF-IDF and mBERT models, are pre-
sented in Table 1. For the Indonesian dataset, the results reveal a notable disparity: the average TF-IDF similarity score was 0.4629,
while mBERT achieved a significantly higher average of 0.8711. The significant difference observed in the Indonesian dataset can be
attributed to mBERT’s deep contextual understanding capabilities. Indonesian, as an agglutinative language, often conveys meaning
through prefixes, suffixes, and infixes, which can significantly alter the meaning and relationships of words. mBERT’s pre-training
on extensive multilingual corpora enables it to effectively process complex morphological structures and capture nuanced semantic
connections that simpler bag-of-words models, such as TF-IDF, might miss, as TF-IDF primarily relies on individual term frequen-
cies. For example, consider a student concept map in Indonesian discussing ’pengelolaan data’ (data management) and a teacher’s
map using ‘'manajemen basis data’ (database management). TF-IDF might assign a lower similarity due to the lexical differences.
However, mBERT, leveraging its contextual understanding of Indonesian, would likely recognize the strong semantic equivalence
between ’pengelolaan’ and manajemen’ in this context, resulting in a high similarity score, as evidenced in pairs like Guru-Siswa 2,
which showed a TF-IDF score of 0.2156 but an mBERT score of 0.7826.

A similar trend in average similarity scores was observed in the English dataset, where TF-IDF yielded an average score of
0.3918, compared to mBERT’s 0.6434. However, as further detailed in Table 2, TF-IDF ultimately outperformed mBERT in terms of
accuracy (79.17% vs. 54%) and precision (0.7273 vs. 0.47) for the English dataset. This outcome in the English dataset suggests that
the linguistic characteristics of the cybersecurity content, often characterized by precise terminology and less contextual ambiguity
compared to general language, might align better with TF-IDF’s frequency-based approach. While mBERT’s contextual embeddings
are powerful, its broader semantic understanding, when coupled with the specific thresholding applied, appears to lead to a higher
rate of false positives in this particular English domain, impacting its precision and overall accuracy compared to TF-IDF’s more
conservative classification. For instance, in a cybersecurity concept map, if a student uses the exact technical term “multi-factor
authentication” and the teacher also uses it, TF-IDF’s direct term frequency match would contribute strongly to a high and precise
similarity. mBERT might struggle more when distinguishing between highly specific, yet semantically related, technical jargon,
sometimes over-generalizing and leading to false positives where maps are deemed similar but lack the precise alignment required
for accurate classification in a highly technical domain.

Table 1 displays the detailed similarity scores for each student-teacher pair in the Indonesian dataset. For instance, while
TF-IDF scores ranged moderately (e.g., 0.2156 for teacher-student 2), mBERT consistently produced higher values (e.g., 0.7826 for
the same pair), with multiple instances nearing the maximum score (e.g., 0.9554 for teacher-student 5). This pattern underscores
mBERT’s robustness in aligning conceptual representations across linguistic and pedagogical contexts.

Table 1. Text Representation Results

Perbandingan TF-IDF M-Bert
Teacher - Student 1 0.5184 0.7826358
Teacher - Student 2 0.2156 0.7826358
Teacher - Student 3 0.5048 0.6952449
Teacher - Student 4 0.5069 0.7826358
Teacher - Student 5 0.5697 0.95541185
Teacher - Student 6 0.5588 0.8980879
Teacher - Student 7 0.5601 0.77951205
Teacher - Student 8 0.4692 0.9143783
Teacher - Student 9 0.5048 0.95541185
Teacher - Student 10 0.2949 0.9030227
Teacher - Student 11 0.4669 0.7144241
Teacher - Student 12 0.4309 0.7572096
Teacher - Student 13 0.4695 0.95541185
Teacher - Student 14 0.4028 0.886523
Teacher - Student 15 0.4778 0.95541185
Teacher - Student 16 0.4979 0.95541185
Teacher - Student 17 0.4453 0.8202536
Teacher - Student 18 0.513 0.7826358
Teacher - Student 19 0.5349 0.95541185
Teacher - Student 20 0.5349 0.95541185

(continued on next page)
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Table 2 (continued)

Perbandingan TF-IDF M-Bert
Teacher - Student 21 0.5565 0.95541185
Teacher - Student 22 0.2778 0.9077907
Teacher - Student 23 0.2454 0.76943403
Teacher - Student 24 0.5423 0.9030227
Teacher - Student 25 0.3515 0.8984235
Teacher - Student 26 0.5487 0.95541185
Teacher - Student 27 0.4978 0.95541185

In the first analysis phase, similarity scores were calculated for both models, TF-IDF and mBERT, to compare students’ concept
maps with those of the teachers. Figure 4(a) and Figure 4(c) display the scatter plot similarity scores for TF-IDF on the Indonesian
and English datasets, respectively. For the Indonesian dataset, the average TF-IDF similarity score was 0.4629, which is represented
in Figure 4(a), showing a moderate alignment between the student and teacher concept maps. Similarly, Figure 4(c) shows the TF-IDF
results for the English dataset, with an average score of 0.3918, indicating a lower degree of alignment.

In contrast, Figures 4(b) and 4(d) show the scatter plot similarity scores for mBERT on the Indonesian and English datasets.
For the Indonesian dataset, mBERT scored significantly higher, with an average similarity score of 0.8711, as shown in Figure 4(b),
demonstrating a much better alignment between the concept maps. Likewise, Figure 4(d) for the English dataset shows mBERT
achieving an average similarity score of 0.6434, which is notably higher than the TF-IDF score in Figure 4(c). These results under-
score mBERT’s superior ability to capture semantic relations, as reflected in the higher similarity scores and better alignment with
the teacher’s concept map. The visual comparison in the scatter plots clearly demonstrates the robustness of mBERT in multilingual
contexts, capturing more nuanced semantic alignments than TF-IDF.

Scatter Plot Similarity Scores TF-IDF

Scatter Plot Similarity Scores M-Bert
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Figure 4. Thresholding

The thresholding process is crucial for converting similarity scores into binary classifications, enabling the structured analysis
of semantic relationships. For TF-IDF, a threshold of 0.4 was applied uniformly across all datasets, resulting in moderate sensitivity.
In contrast, mBERT thresholds were set at 0.7 for the Indonesian and 0.6 for the English datasets to account for dataset-specific vari-
ability. These thresholds improved the recall of mBERT without significantly compromising precision, especially for the Indonesian
dataset.
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Figure 5. Confussion matrix

Figures 5(a) and 5(b) show the confusion matrices for the Indonesian dataset, with mBERT performing in the initial and updated
phases. In Figure 5(a), the model exhibits a higher number of false positives, as shown by the misclassification of Class 1 instances as
Class 0, leading to an imbalance in precision. This suggests that initially, mBERT might have identified some semantic connections
that, while plausible in a broad sense, did not meet the strict "aligned” criteria of the ground truth, leading to an over-prediction
of similarity for some unaligned pairs. However, Figure 5(b) demonstrates an improvement, with mBERT achieving minimal false
negatives and better overall classification of Class 1 instances, reflecting high recall. This indicates that mBERT effectively learned
to identify most truly aligned concept maps in Indonesian, even if the student’s expression of concepts differed lexically from the
teacher’s, validating its strength in handling semantic nuances in agglutinative languages.

For the English dataset, Figures 5(c) and 5(d) show the confusion matrices for the new and latest phases, respectively. In
Figure 5(c), mBERT captures more true positives but also misclassifies some Class O instances as Class 1, as indicated by the
higher false positives. Specifically, these false positives in the English dataset often arose when student maps contained general
cybersecurity terms that were broadly related to the teacher’s map but lacked the precise, domain-specific conceptual links required
for true alignment. mBERT’s contextual breadth, while powerful, sometimes led to over-generalization in this highly technical
domain. By the latest phase in Figure 5(d), the model shows better balance between precision and recall, with fewer false positives and
improved identification of both classes. This suggests that through refinement, mBERT became slightly more discerning, reducing
instances where it incorrectly predicted high alignment. These results underscore mBERT’s ability to improve as it adapts to linguistic
nuances in different languages, with the confusion matrices providing a more detailed insight into prediction distributions and errors.

Table 2. Experiments Results

Experiment Results
Language  MODEL Accuracy  Precision Recall F1-Score RMSE MAE
Indonesia MBERT 0.96 0.96 1 0.98 0.19 0.04
TF-IDF 0.81 0.95 0.84 0.89 0.43 0.18
English MBERT 0.54 0.47 0.9 0.62 0.68 0.46
TF-IDF 0.79 0.73 0.8 0.76 0.46 0.21
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Table 2 presents the results of the binary classification experiments using various metrics, including accuracy, precision, recall,
F1 score, RMSE, and MAE. In the Indonesian dataset, mBERT outperformed TF-IDF across nearly all metrics. mBERT achieved an
accuracy of 96.30%, with a precision of 0.9615, recall of 1.0000, and F1 score of 0.9804, as shown in Table 2. In contrast, TF-IDF
demonstrated an accuracy of 81.48%, precision of 0.9545, and recall of 0.8400, reflecting a more cautious approach but with a higher
risk of missing relevant relationships, as seen in the lower recall. The lower recall for TF-IDF here indicates a higher number of
false negatives, as it failed to identify many truly aligned concept maps. This is likely because it was unable to capture the semantic
equivalence between lexically different but conceptually similar terms, which mBERT successfully handled.

In the English dataset, TF-IDF outperformed mBERT overall, achieving an accuracy of 79.17%, a precision of 0.7273, and a
recall of 0.8000, as detailed in Table 2. These variations highlight the influence of threshold selection on each model’s sensitivity
and specificity, demonstrating how mBERT excels in capturing semantic relationships in the Indonesian dataset. At the same time,
TF-IDF is more balanced but slightly more conservative in the English dataset. The lower precision of mBERT in English, coupled
with its higher recall, confirms its tendency towards more false positives (over-predicting alignment). In contrast, TF-IDF’s higher
precision means it was more accurate when it did predict alignment, but it missed more true positives (hence lower recall), indicating
more false negatives. This suggests TF-IDF’s strength in this context lies in its conservative, term-matching approach, which avoids
many of the false positives generated by mBERT’s broader semantic interpretations.

3.2. Discussion

The results of this study clearly highlight the advantages of mBERT in capturing complex semantic relationships, particularly
within the Indonesian dataset. Its superior recall in this context demonstrates its effectiveness in identifying a wider range of semantic
similarities, which is crucial in educational settings where a comprehensive understanding of student knowledge is paramount. By
providing a more nuanced analysis, mBERT offers deeper insights into students’ conceptual understanding, enabling educators to
better gauge alignment with teacher-provided concept maps. This strong performance on the Indonesian dataset, where mBERT
significantly outperformed TF-IDF (0.8711 vs. 0.4629 average similarity), can be attributed to mBERT’s ability to capture con-
textual semantic relationships through its deep learning architecture. Being pre-trained on extensive multilingual corpora, mBERT
effectively understands the meaning of words and phrases in context, even across languages. This pre-training enables mBERT to
effectively utilize contextual embeddings for tasks that require nuanced understanding, thereby enhancing its performance on simple
mappings where the relationships between concepts are more straightforward and the text is less dense. Studies have shown that
transformer-based models such as mBERT excel at tasks requiring contextual understanding, such as semantic similarity and text
classification, especially when the input text is concise and well structured [31-33]. The representation of context within mBERT’s
architecture allows it to adapt to different linguistic nuances in different languages, making it particularly strong at interpreting short
texts effectively [34-36].

However, the English dataset revealed notable trade-offs, with mBERT exhibiting lower accuracy (54% vs. TF-IDF’s 79%)
and precision (47% vs. TF-IDF’s 73%) despite achieving high recall (90%). This suggests that mBERT’s performance may vary
depending on dataset characteristics, such as linguistic complexity, domain specificity (e.g., cybersecurity technical terms), and vari-
ability in ground truth values. For instance, mBERT may struggle with long or highly complex concept maps, where the relationships
between concepts are more intricate and the text is more verbose. This complexity can exacerbate problems such as overfitting and
misinterpretation of semantic relationships, leading to lower accuracy and an increased rate of false positives. Recent studies suggest
that while deep learning models can capture broad semantic relationships, their reliance on contextual embeddings may misrepresent
more subtle relationships found in more complex text, ultimately reducing their effectiveness in tasks that require precision [37-39].

Conversely, TF-IDF’s more conservative, frequency-based approach yielded higher accuracy and precision in the English
dataset, making it advantageous in applications where minimizing false positives is critical. Its reliance on word frequency patterns
allows for a more cautious classification process. TF-IDF performs effectively with long or complex concept maps because it focuses
on the statistical significance of individual words rather than their contextual relationships. Research suggests that by focusing on
term frequency, TF-IDF is inherently less susceptible to noise and overfitting, especially in longer texts, where the frequency of
specific terms can serve as a reliable indicator of semantic alignment [40-42]. Despite these advantages, this precision-focused
mechanism comes at the expense of recall, as TF-IDF may fail to capture subtle semantic relationships, particularly in shorter or
simpler texts where contextual understanding is more important than mere word frequency. In essence, while TF-IDF successfully
curates a statistically sound representation for longer texts, its limitations stem from an inability to discern the deeper meanings often
required for nuanced interpretations found in less verbose data [43—45].

This study’s findings have significant implications for educational technology and multilingual pedagogy. The demonstrated
potential of mBERT in assessing semantic alignment provides a powerful tool for formative assessment, enabling educators to gain
real-time insights into student comprehension across diverse linguistic contexts. This can inform adaptive instructional strategies,
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leading to more tailored and effective learning experiences. Theoretically, the study contributes to the understanding of how advanced
NLP models can bridge linguistic barriers in knowledge representation, pushing the boundaries of automated assessment beyond
traditional word-matching techniques.

Despite these contributions, the study has certain limitations. The primary focus on only Indonesian and English datasets
restricts the generalizability of the results to other language contexts. Expanding future research to include languages with different
linguistic structures, such as tonal or highly agglutinative languages beyond Indonesian, would provide broader and more robust
insights. Furthermore, the empirical thresholds used in this study (0.7 for Indonesian mBERT, 0.6 for English mBERT, and 0.4
for TF-IDF across both) may not generalize universally to other datasets, suggesting a need for systematic optimization or adaptive
thresholding methods in future work. The computational requirements of mBERT also present practical challenges for implementa-
tion in resource-constrained educational environments, which may limit its immediate scalability.

Future research should explore the integration of mBERT with traditional models such as TF-IDF to develop hybrid models
that combine their respective strengths. Such a hybrid approach could address the observed trade-offs, potentially improving overall
performance across diverse linguistic and textual complexities. Additionally, exploring real-time classroom applications of mBERT
could revolutionize formative assessment by providing teachers with immediate, actionable feedback, enabling dynamic and adaptive
instructional strategies tailored to students’ evolving needs. Ultimately, leveraging mBERT’s capabilities to support and assess
learning in indigenous and minority languages holds significant potential for promoting educational equity and preserving cultural
heritage. These findings collectively underscore the transformative role of Al tools, such as mBERT, in creating inclusive and effective
multilingual learning environments.

4. CONCLUSION

This study evaluated the effectiveness of TF-IDF and mBERT in assessing semantic alignment between student and teacher
concept maps in multilingual educational contexts, with a specific focus on datasets in Indonesian and English. The results show that
mBERT significantly outperformed TF-IDF in capturing complex semantic relationships, especially in the Indonesian dataset, where
it achieved 96% accuracy, 96% precision, 100% recall, and a 98% F1 score. In contrast, TF-IDF in the Indonesian dataset showed
81% accuracy, 95% precision, 84% recall, and an 89% F1 score. However, mBERT’s performance in the English dataset showed
limitations, achieving 54% accuracy and 47% precision, despite a 90% recall rate. Conversely, TF-IDF demonstrated stronger
performance in the English dataset, achieving 79% accuracy and 73% precision (with 80% recall), making it more suitable for
applications where minimizing false positives is critical.
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