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ABSTRACT

Stemming and lemmatization are text preprocessing methods that aim to convert words into their
root and to the canonical or dictionary form. Some previous studies state that using stemming and
lemmatization worsens the performance of text classification models. However, some other studies
report the positive impact of using stemming and lemmatization in supporting the performance of text
classification models. This study aims to analyze the impact of stemming and lemmatization in text
classification work using the support vector machine method, in this case, devoted to English text
datasets and Indonesian text datasets, and analyze when this method should be used. The analysis
of the experimental results shows that the use of stemming will generally degrade the performance
of the text classification model, especially on large and unbalanced datasets. The research process
consisted of several stages: text preprocessing using stemming and lemmatization, feature extraction
with Term Frequency-Inverse Document Frequency (TF-IDF), classification using SVM, and model
evaluation with 4 experiment scenarios. Stemming performed the best computation time, completing
in 4 hours, 51 minutes, and 41.3 seconds on the largest dataset. While lemmatization positively im-
pacts classification performance on small datasets, achieving 91.075% accuracy results in the worst
computation time, especially for large datasets, which take 5 hours, 10 minutes, and 25.2 seconds. The
Experimental results also show that stemming from the Indonesian balanced dataset yields a better text
classification model performance, reaching 82.080% accuracy.
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1. INTRODUCTION
Natural Language Processing (NLP) constitutes a multifaceted field situated at the intersection of linguistics, computer science,

and artificial intelligence. Its primary objective is to facilitate seamless computer-human interaction by enabling computers to process
and analyze substantial volumes of human language data effectively [1]. Stemming emerges as a significant preprocessing technique
within NLP. This technique reduces words to their base form, the stem, by systematically removing prefixes, suffixes, and inflectional
endings. Acknowledging that the resulting stem may not always correspond to a lexically valid word within the language is crucial.
Nevertheless, it is a concise and simplified representation encompassing all related word forms.

The benefits of stemming are that it reduces redundancy in text data by mapping similar words to the same root word. Secondly,
it simplifies the representation of text, making NLP tasks more efficient. Stemming is very important in NLP, as this procedure
facilitates the analysis of textual data and improves the accuracy of classification and information retrieval [1]. By reducing words
to their root form, stemming facilitates the consolidation of related words, improves search accuracy, and reduces redundancy [1].
Some other benefits include better information retrieval, more accurate text classification, less storage space usage, easier sentiment
analysis, normalized text, reduced noise in text data, better information extraction process, and simplified language processing tasks.
Despite its great benefits in NLP, stemming has limitations where words can lose meaning where prefixed words can lose their
grammatical or contextual meaning (e.g., ”relational” becomes ”relat”). Excessive word division, where aggressive truncation can
cause unrelated words to be mapped to the same root word (e.g., ”universe” and ”university”). Under-wording, where insufficient
truncation can fail to group related words (e.g., ”automate” and ”automation”). Overcoming some of these problems, some NLP
research uses lemmatization as a substitute for stemming. Lemmatization is an NLP processing technique that reduces words to their
canonical or dictionary form, known as lemmas, while preserving their meaning and grammatical context. Unlike stemming, which
simply truncates words to their root form using rule-based heuristics, lemmatization considers the part of speech (POS) and the word’s
meaning. One of the important jobs in NLP is text classification, which is a fundamental task in NLP [2]. Text classification is the
process of categorizing or labeling text data using established criteria. Text classification is commonly utilized in various applications,
including spam detection, sentiment analysis, hate speech identification, subject categorization, and many more. Classifying text gets
more difficult when created from varied sources such as business, social media, education, and e-commerce [3].

The study in [4] explored the impact of stemming in text classification using lexical features. This research utilizes 30 English
electronic essays focusing on several topics, including politics, history, science, prose, sports, and food. The classification methods
used are linear hierarchical clustering and non-linear clustering (SOM) for both stemmed and non-stemmed data. Another cluster-
ing case conducted by [5] focused on Ukrainian-language tweets. This study compared three text representation techniques: Term
Frequency-Inverse Document Frequency (TF-IDF), Bag of Words (BoW), and Bidirectional Encoder Representations from Trans-
formers (BERT). In addition, they analyzed the impact of lemmatization and stemming on clustering quality. The clustering methods
used in this study included K-Means, Agglomerative Hierarchical Clustering, and Hierarchical Density-Based Spatial Clustering of
Applications with Noise (HDBSCAN). This study evaluated various combinations of these clustering techniques with different text
processing approaches, TF-IDF, BOW, and BERT, as well as three-word processing scenarios: lemmatization, stemming, and orig-
inal (without stemming or lemmatization). Another study [6] applied various combinations of 12 preprocessing techniques to three
English Twitter datasets related to hate speech and abusive language to improve the quality of short texts. Five machine learning
methods and two deep learning methods were used for the classification: SVM, Naı̈ve Bayes, Logistic Regression, Decision Tree,
Random Forest, RNN, and CNN. Research involving other languages, such as Uyghur, Kazakh, and Kirghiz, was conducted by [7],
who proposed a stemming method across multiple languages to study morpho-phonetic changes based on character-based embed-
dings and sequential modeling. Research [8] utilizes Twitter data to examine the impact of preprocessing techniques by implementing
six preprocessing techniques with various machine learning models as classifiers. Despite these studies, no research has specifically
used SVM as a classifier to compare stemming and lemmatization for Indonesian and English languages. This study aims to fill
this gap by using review data from Booking.com and Twitter related to hate speech. Additionally, this study examines the impact of
preprocessing on both large and small datasets to analyze the effect of preprocessing across different data scales.

More research is needed to investigate the impact of preprocessing on pre-trained models in natural language processing tasks
like text classification [9]. The results [4] show that the effect of stemming light on the accuracy of topic-based text classification
is ineffective. Accuracy neither increases nor decreases in stemming text. The use of stemming and lemmatization also decreased
the quality of the classification model [9]. The findings of [5] revealed that stemming can reduce the computation time, as can
lemmatization. However, while faster lemmatization can speed up the process, it also negatively affects model accuracy. However,
choosing the best combination of preprocessing techniques can significantly improve classification accuracy [6]. The results of the
opposite research state that using stemming and lemmatization in text classification increases the model’s ability. The study also
showed that stemming produced the best results from the CNN model [10]. Using different machine learning models, such as Naive
Bayes, Random Forest, and BiLSTM, stemming and lemmatization also improved the accuracy of the text classification model in the
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study [7, 8]. Referring to the differences in the results of these studies, there is a curiosity to examine the impact of stemming and
lemmatization on text classification. In more detail, this study aims to determine the impact of using stemming and lemmatization in
text classification work, especially in English sentiment analysis and hate speech detection in Indonesian, and analyze when this is
needed to obtain the purpose of implementing text classification. It is hoped that with this research, future researchers can consider
stemming and lemmatization better instead of just following to use it because most of the previous researchers also used it in text
classification work.

2. RESEARCH METHOD

This research uses two datasets, namely English datasets and Indonesian datasets. The English dataset is Hotel Reviews in
Europe data taken from the Kaggle website [11]. This review data comes from user reviews on 1493 luxury hotels in Europe sourced
from Booking.com. This dataset consists of 387.848 rows for negative sentiment and 479.792 for positive sentiment. The Indonesian
dataset is taken from research that has been annotated and consulted with linguistic experts This dataset is a Tweet from social media
Twitter that contains hate speech and abusive language [12]. There are 13 columns consisting of hate speech labels, abusive language
labels, and the level and category of hate speech. In this research, only hate speech labels will be used. The dataset consists of
13.169 Tweets. A total of 7.608 Tweet rows show non-hate speech, and 5.561 that show hate speech. The flow of text classification
experiments in this study consists of several stages, as shown in Figure 1. After obtaining the dataset, the data-cleaning process
is carried out. Raw data is not always clean and contains noise, data inconsistencies, and missing values [13]. This data-cleaning
process is done to improve data quality [14]. Machine learning models are said to be of high quality if the input data to be trained
is also of high quality [15]. The cleaning process includes checking for duplicate data, and missing values, and removing irrelevant
columns [16–19].

Figure 1. Experimental design

After cleaning the data, we also checked the number of each label in the dataset. The number of labels for the English dataset
and the Indonesian dataset after the cleaning stage is shown in the graph in Figure 2 below. In Figure 2(b), label 1 represents the class
of tweets that contain hate speech, while label 0 represents the class of tweets that do not contain hate speech.
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(a) (b)

Figure 2. Number of labels (a) English dataset, (b) Indonesian dataset

The next step after data cleaning is text preprocessing. Text pre-processing has several stages, namely case folding, removing
punctuation, normalization (for Indonesian datasets), and word removal. Case folding in text preprocessing converts data into uniform
or lowercase. This process aims to ensure data consistency so that text containing the words ”Good” and ”good” will not be treated
differently. This will also have an impact on data accuracy. After folding the case, the text will go through the process of removing
punctuation. Text contains words and sentences, punctuation marks, emoticons, symbols, URLs, special characters, and HTML tags.
This can add noise to the text. This stage can ensure that the analysis focuses on the semantic content of the text, because punctuation
does not contain semantic information [20]. Tokenization is the process of breaking down text into tokens after removing punctuation.
It is important to make it easier for machine learning models to process text.

In Indonesian texts, especially Twitter, many users use informal language. This research performs normalization using a
slang dictionary obtained from GitHub. There are several slang dictionaries along with the formal language. This is done to clarify
meaning and standardize variations. Slang, especially in Indonesian, has many variations, such as the words ”gak,” ”ga,” and ”ngga,”
which have the same meaning, namely ”not.” The stop word removal stage is a process to remove words that are irrelevant or do
not have semantic meaning [21]. Stop words have no additional information so that they will cause noise. In addition, each word
in the text is a feature, so when the stop word removal process is carried out, it can reduce the feature dimension and prevent the
model computation from becoming heavier. This research utilizes the stop words function from the NLTK library. For Indonesian
data, use the Indonesian stop words list; for English data, use the English stop words list. The English dataset will be truncated
in this research to save computation time. This research will use 150.000 review data for each positive review and negative review
label. The amount of data used is summarized in the experimental scenario, as shown in Table 1 below. Based on the experiment
scenario table, the first experiment will implement the model for a large English dataset with a size of 300.000 reviews. The second
experiment still implements English data but with a much smaller dataset size of 5.000 reviews. The third experiment implemented
an Indonesian dataset for balanced data totaling 11.036 sentences. The fourth experiment implemented an Indonesian dataset with
an unbalanced amount of data. Furthermore, each dataset will go through a different process, and the English dataset will go through
lemmatization, stemming, and without stemming/lemmatization, while the Indonesian dataset will go through stemming and without
stemming/lemmatization.

Table 1. Experiment Scenario

Scenario Language Number of Datasets Text Pre-processing

1 English 300.000 datasets: 150.000 negative, 150.000 positive
Lemmatization

Stemming
Without Lemmatization or Stemming

2 English 5.000 datasets: 2.500 negative, 2.500 positive
Lemmatization

Stemming
Without Lemmatization or Stemming

3 Indonesian 11.036 datasets: 5.518 data of hate speech, 5.518 data not hate speech
Without Lemmatization or Stemming

Stemming

4 Indonesian 13.044 datasets: 5.518 data of hate speech, 7.526 data not hate speech
Without Lemmatization or Stemming

Stemming
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Stemming and lemmatization are two processes with the same goal: reducing words to their basic form, but they have different
approaches. Lemmatization converts words into their basic form. The base form or root form of the word in lemmatization is called
a lemma [22]. This is in contrast to stemming, which directly cuts the suffix on the word to get the base word (stem). Stemming does
not pay attention to the meaning of the word because it directly cuts the suffix and some morphological rules, so there is ambiguity
and uncertainty [7]. For example, ”runner” becomes ”run,” or ”studies” becomes ”study,” compared to lemmatization, which changes
to the root word; for example, ”running” becomes ”run,” and ”studied” becomes ”study.” Indonesian data uses stemming by utilizing
the Sastrawi library, a library for stemming in Indonesian. For English data, stemming and lemmatization are performed using the
NLTK library, namely PorterStemmer for stemming and WordNetLemmatizer for lemmatization. The results of data that has been
lemmatized, stemmed, or treated will enter the weighting stage. This stage converts text data into vector form before entering SVM
modeling. The weighting technique that this research uses is TF-IDF. TF calculates the frequency of words (term t) that often appear
in documents (d), and then for IDF, it measures the importance of a word namely, the less often the word appears, the higher the IDF
value [23]. The result of weighting is obtained from the product of TF and IDF [23]. In Equation 1, ft, d is the number of occurrences
of t in d, and Nd is the total number of words in the document. |D| is the total number of documents in corpus D, and df(t) is the
number of documents in corpus D that contain the term t. Adding 1 in Equation 2 aims to avoid division by 0 when no term appears
in any document. The feature weight value used in the vector is calculated using Equation 3.

TF (t, d) =
ft,d
Nd

(1)

IDF (t, d) = log

(
|D|

1 + df(t)

)
(2)

TFIDF (t, d,D) = TF (t, d).IDF (t,D) (3)

SVM is one of the supervised learning methods based on Structural Risk Minimization (SRM) [24], which balances the
suitability of training data with the complexity of the model. SVM has several advantages, such as good generalization and working
for high-dimensional data. SVM can handle both classification and regression cases [25]. In addition, SVM can also be used for
linear and non-linear data. SVM works by finding a hyperplane (separating function) to separate observations that have different
target values with a maximum margin represented by Equation 4, which is the largest distance between the hyperplane and support
vectors (the closest data from each class) [20]. This support vector determines the position of the hyperplane, which represents each
class in the classification as represented by equations 5 and 6. Figure 3 illustrates the concept of how the SVM works, where the
slanted separating line represents the hyperplane, the distance between the slanted line and the dashed lines represents the margin,
and the support vectors are the points located on the dashed lines. Margin is measured by the following Equation 4 [26]:

Figure 3. Maximal margin hyperplane
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2

||w||
(4)

Equation 4 defines w is the weight vector that determines the direction of the separating hyperplane. The term |w| represents
the norm of the weight vector, indicating the magnitude of its contribution to the margin separation. This equation describes the
maximum margin width between two classes. A larger margin implies that SVM can distinguish between the two classes more
effectively. For lines to separate the data, certain rules must be followed [26]:

(wTx+ b) ≥ +1 (5)

(wTx+ b) ≤ −1 (6)

Equation 5 represents class +1, meaning a data point in the positive class must satisfy this equation. Similarly, Equation 5
represents class -1; therefore, a data point in the negative class must satisfy it. In these equations, x represents the data point, and b is
the bias that shifts the hyperplane position. The term wT denotes the transpose of w, which means that if w is a column vector, wT

is a row vector. These equations help to define the decision boundary for classification.
The classification model that has been built needs to be evaluated. This research evaluates the model’s accuracy using several

metrics: accuracy, precision, recall, f1-score, and specificity. Accuracy shows the percentage of the model predicting correctly from
the total data. Precision shows how well the model predicts true positives from the total predicted positives [27]. Precision can
describe how well the model predicts positives for text data without incorrectly predicting negative classes as positives. Recall shows
how well the model correctly predicts positive classes. Recall identifies the number of positive classes that the model finds. While
specificity shows how well the model predicts negative classes [28]. The F1 score shows the average balance between recall and
precision. If one of the metrics between precision and recall is of poor quality, then the F1-score will also be of poor quality. This
research uses cross-validation, one of the model testing techniques, to get more stable estimates and avoid bias. Cross-validation
divides the test and training data into several splits with the parameter k. This research uses K=10, which means the model is trained
10 times with the proportion of training data and test data being 80%: 20%. The evaluation results will then be averaged so that this
technique can generalize to data that is not visible during training.

3. RESULT AND ANALYSIS
The experimental results for English and Indonesian texts are shown in Table 2 below. The experimental results show that

the highest accuracy for English data in the first scenario is the group with the treatment without stemming/lemmatization, reaching
93.166%, followed by lemmatization, reaching 93.162%, and stemming has the lowest accuracy, reaching 92.930%. In the second
scenario, treatment with lemmatization has the highest accuracy, reaching 91.075%, followed by without lemmatization/stemming,
reaching 90.900%, and stemming has the lowest accuracy, reaching 90.850%. Indonesian experiments with balanced data show
that data that goes through the stemming process using literary has a higher accuracy, reaching 82.080%, compared to the treat-
ment without stemming/lemmatization, reaching 81.887%. On imbalanced data, higher accuracy is shown by the treatment without
stemming/lemmatization, reaching 82.626% compared to stemming with Sastrawi, reaching 81.926%.

Table 2. Model Testing Results

Scenario Language Text Pre-processing Accuracy Precision Recall Specificity F1-score

1 English
Lemmatization 93.162% 93.192% 93.162% 93.161% 93.160%

Stemming 92.930% 92.959% 92.930% 92.928% 92.928%
Without Lemmatization/Stemming 93.166% 93.195% 93.166% 93.165% 93.165%

2 English
Lemmatization 91.075% 91.217% 91.075% 91.079% 91.069%

Stemming 90.850% 90.977% 90.850% 90.860% 90.845%
Without Lemmatization/Stemming 90.900% 91.033% 90.900% 90.905% 90.894%

3 Indonesian
Stemming Balance Data 82.080% 82.127% 82.080% 82.070% 82.073%

Without Lemmatization/Stemming Balance Data 81.887% 81.938% 81.887% 81.872% 81.878%

4 Indonesian
Stemming Imbalance Data 81.926% 81.933% 81.926% 80.946% 81.799%

Without Lemmatization/Stemming Imbalance Data 82.626% 82.659% 82.626% 81.638% 82.495%

Why English stemming gives the worst results can be due to several reasons, including loss of context, i.e., stemming can
sometimes oversimplify, leading to a loss of nuance. For example, ”better” can be incorrectly stemmed into ”bet,” Language-Specific
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Rules, where the stemming algorithm may not work well for all languages, and Accuracy Tradeoff, where aggressive stemming can
group words with different meanings under the same root word, thus affecting classification accuracy.

Why lemmatization performs worse on large datasets can be explained as follows. In large datasets, different word forms
(such as run, running, ran) usually occur quite frequently, allowing the model to learn the relationship between these word forms.
Lemmatization unifies all word forms into a root (lemma), reducing this variation, so the model loses features that are actually
informative. Example: ”The system is running smoothly” and ’The system ran smoothly’ will be simplified to the same form,
despite the different time context and nuances where the first sentence can be positive and the second sentence can be negative.
In small datasets, lemmatization helps by reducing sparsity in the data. However, in large datasets, the variety of word forms is
usually represented quite well; sufficient word frequency helps the model understand the relationship between different word forms
without simplifying them. As a result, lemmatization no longer provides significant benefits. In small datasets, word form variation
(e.g., run, running, ran) can cause the distribution of features to be sparse, which makes it difficult for the model to find relevant
patterns. Lemmatization unifies these variations into a basic form (run), reduces the number of unique features, and helps the
model work more effectively with limited data. Lemmatization is more useful for small datasets as it helps reduce sparsity, increase
generalization, and maximize the available information. In large datasets, the variety of word forms is usually already adequately
represented, so lemmatization provides less benefit or is even unnecessary. In the third scenario, stemming in Indonesia with balanced
data gets higher evaluation results than without stemming/lemmatization for several reasons. Although both are stemming techniques,
stemming specifically designed for Indonesian text cuts not only suffixes but also prefixes, infixes, suffixes, and combined affixes.

Given that Indonesian has a more complex morphology, a variety of vocabulary, and a level of ambiguity, it has challenges
different from English. The feature dimension when using stemming is reduced, thus reducing model complexity and redundancy.
Stemming also reduces sparsity in text representation to make it denser and more informative. Indonesian still has few annotation
datasets, so stemming helps maximize information by ensuring that each word is effectively represented. Removing affixes in In-
donesian datasets can reduce noise in the data. In text classification, stemming reduces overfitting; i.e., in a small corpus, unnecessary
word variations can cause the model to focus too much on irrelevant details. Here, stemming helps simplify the data to make the
model more robust. Indonesian words with similar meanings but different forms are mapped to the same root word. This leads to
a more consistent text representation for the classification model. Better generalization of the model to unseen data can occur with
stemming, as it maps the different word forms of words to the root word, allowing the model to recognize patterns more effectively.
The imbalanced data shows that the dataset without stemming/lemmatization has a higher classification performance than the dataset
using stemming. This is due to several reasons. In imbalanced datasets, minority classes often have specific and unique word or
phrase patterns. Stemming simplifies words to their base form and can remove these nuances, resulting in important features repre-
senting the minority class being underrepresented. Stemming also often removes word variations that are important for recognizing
the specific patterns of minority classes. This can exacerbate the imbalance as the minority class loses its distinctive features that help
the model distinguish them from the majority. As a result, the model loses the ability to recognize specific patterns in the minority
data, which is important for correcting imbalance. The model has more features to learn by retaining the original word form. The
model’s unit of measurement also reinforces this. If based on specificity, both stemming and without stemming/lemmatization are
less able to recognize negative or minority classes. In addition, the higher F1- score shows that the balance between precision and
recall is better. This indicates that recall and precision are higher because the model focuses on recognizing more majority classes.

A comparison between the results of this study and similar previous research, such as [4], indicates that the presence or absence
of stemming does not significantly impact classification performance. The results remained consistent, showing neither an increase
nor a decrease, regardless of whether stemming was applied. There was a high level of consistency between the six main groups
identified by hierarchical clustering analysis and those identified through SOM. Despite minor differences, the results obtained from
hierarchical clustering were aligned with those obtained from the SOM. In [4], a light stemmer (UEA stemmer) was used, which
preserves lexical meaning after stemming. In contrast, this study found that stemming resulted in lower accuracy in both the first
(92.930%) and second scenarios (90.850%). This discrepancy may be attributed to the use of PorterStemmer, which applies a more
aggressive stemming approach that reduces words to their root forms. Meanwhile, [6] categorized the classification results based on
the best and worst preprocessing combinations across three datasets: 25.112 (David et al. dataset), 19.968 (Golbeck et al. dataset), and
15.844 (Wassem et al. dataset). The best-performing preprocessing techniques, measured by the F1-score, were lemmatization and
lowercasing of words. Among them, lemmatization achieved the highest evaluation scores in most classification cases, particularly
on the David et al. dataset, with the highest F1-score of 0.671 using CNN classification. These findings align with this study’s, where
lemmatization outperformed stemming in the second scenario, especially for smaller datasets achieving an F1-score of 91.069%.

Based on the computation time of the model, as shown in Table 3, the model with stemming provides the best computation
time performance of the four experimental scenarios. In the case of large English datasets, using lemmatization gives worse compu-
tation time performance than datasets without stemming or lemmatization. However, on smaller datasets, lemmatization gives better
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computation time performance.

Table 3. Model Computation Time

Scenario Language Text Pre-processing Model Computation Time

1 English
Lemmatization 5 hours 10 minutes 25.2 seconds

Stemming 4 hours, 51 minutes, and 41.3 seconds.
Without Lemmatization/Stemming 4 hours, 56 minutes, and 8.9 seconds

2 English
Lemmatization 4.7 seconds

Stemming 4.5 seconds
Without Lemmatization/Stemming 5 seconds

3 Indonesian
Stemming Balance Data 32.6 seconds

Without Lemmatization/Stemming Balance Data 34.4 seconds

4 Indonesian
Stemming Imbalance Data 42.6 seconds

Without Lemmatization/Stemming Imbalance Data 47.3 seconds

Based on the concept of stemming that converts words into their basic form, the dimension of TFIDF features is reduced,
so the complexity of the SVM model is also reduced. That is the reason why the computation time of the model using stemming
is the most efficient. Why models with lemmatization on large datasets have worse computation time than models without stem-
ming/lemmatization can be explained as follows. TF-IDF vectors are often sparse because most documents only contain a small
portion of the overall vocabulary. This sparsity can help speed up computation in SVM implementation. The computation time can
be optimized if the feature vector is sparse (many elements are zero). Lemmatization can reduce sparsity by combining similar word
forms (e.g., ”running” and ”run”), but the effect on large datasets may not be significant. Although lemmatization can reduce the
vocabulary size, this reduction is often small compared to the initial vocabulary size on large datasets. Therefore, the time saved on
the SVM model may not be enough to offset the overhead of lemmatization. SVM is designed to work well on sparse data, such as
TF-IDF representations. Without lemmatization, the data representation may be sparse but still efficient when processed by the SVM
algorithm. Lemmatization, by reducing sparsity, can increase data density, which increases computation time for kernel operations or
dot products. The second reason is that lemmatization can potentially increase the term frequency weight in vector data; TF weight
in TF-IDF is a numerical component that reflects the frequency of word occurrence in documents. The size of this weight can affect
numerical stability when SVM performs optimization, especially if the weight is not normalized. In SVM, a kernel (e.g., linear or
RBF) calculates the similarity between data pairs. If the TF-IDF vector has large values or is not well distributed (e.g., without
normalization), the kernel computation becomes more expensive as it involves more complex numerical operations. Compared to
previous research by [5] the findings of this study indicate that stemming can reduce the computation time. The previous study com-
pared the computation times for the K-Means, Agglomerative Hierarchical Clustering, and HDBSCAN algorithms using various text
representation techniques: BOW, TF-IDF, and BERT. By comparing lemmatization, stemming, and the original text (without stem-
ming and lemmatization), it was found that stemming resulted in the shortest computation time, except for the stemming + BERT
combination in Agglomerative Hierarchical Clustering. Specifically, the computation times for K-Means with stemming + TF-IDF,
stemming + BOW, and stemming + BERT were 6.246 seconds, 8.558 seconds, and 385.74 seconds, respectively. For Agglomerative
Hierarchical Clustering, the times were 93.66 seconds, 97.14 seconds, and 472.98 seconds, while for HDBSCAN, the computation
times reached 378.89 seconds, 378.09 seconds, and 442.50 seconds, respectively. The findings of this study consistently demonstrate
that stemming reduces the model complexity. This is due to the fact that the model learns from a smaller number of features, leading
to faster computation times.

4. CONCLUSION
The use of stemming gives worse performance compared to treatment without stemming on English datasets because the

aggressiveness of stemming can convert words with different meanings into the same form, causing sentences to lose context and
experience accuracy tradeoffs. This is also due to language-specific rules in English. Lemmatization supports the performance
of classification models on small data but not on large data. Lemmatization is more useful for small datasets because it helps
reduce sparsity, increase generalization, and maximize the available information. The variety of word forms in large datasets is
usually adequately represented, so lemmatization provides less or no benefit. In unbalanced datasets, minority classes often have
specific and unique patterns of words or phrases. Stemming simplifies words to their base form, which can remove these nuances,
resulting in important features representing minority classes being underrepresented. Stemming also often removes word variations
that are important for recognizing the specific patterns of the minority class. Thus, stemming gives worse performance to text
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classification models on unbalanced datasets. Lemmatization on large datasets has worse computation time than models without
stemming/lemmatization because lemmatization can reduce sparsity and potentially increase the weight of term frequency in vector
data, which can increase the computational complexity of support vector machine models. Future research could consider using deep
learning models, such as BERT, to analyze the impact of lemmatization and stemming on model performance. Additionally, data
imbalance handling techniques such as the Synthetic Minority Oversampling Technique (SMOTE) can be applied to improve the
model accuracy for minority classes.
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