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ABSTRACT

In recent years, social media has become one of the main factors influencing public perception of films.
As a rapidly growing video-sharing platform, TikTok plays a crucial role in shaping audience opinions
through comments, short reviews, and user discussions. This phenomenon is increasingly relevant in
the Korean film industry, attracting global attention with its diverse genres and engaging narratives.
However, a deep understanding of how audiences respond to films based on genre remains limited,
especially in the dynamic context of social media. Therefore, this study aims to analyze audience
sentiment toward Korean films released in 2024 on TikTok, focusing on sentiment distribution across
four main genres: comedy, romance, action, and fun stories. The research methodology includes data
collection through web crawling on TikTok, followed by text preprocessing and feature extraction us-
ing IndoBERT. Sentiment classification uses SentimentIntensityAnalyzer to categorize comments into
positive, negative, or neutral. Since the dataset consists of unlabeled text, K-Means clustering is em-
ployed to identify sentiment groupings, with validation using principal component analysis to ensure
cluster quality. The findings indicate that the romance and comedy genres are predominantly asso-
ciated with neutral sentiment, reaching 89.6% and 87.4%, respectively. In contrast, the action genre
exhibits higher sentiment polarization, with 14.9% positive and 24.7% negative sentiment. The fun
story genre shows a more evenly distributed sentiment pattern. The main challenges include determin-
ing the optimal number of clusters and addressing imbalanced sentiment distribution across genres.
This study provides valuable insights for filmmakers and marketers to understand audience reactions
on social media better, enabling more targeted promotional strategies. Additionally, it contributes to
the literature on sentiment analysis in the film industry, emphasizing the importance of genre-specific
audience reception patterns for future research.
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1. INTRODUCTION
In today’s digital era, the Korean Wave (Hallyu) has become a global phenomenon affecting various cultural aspects, including

the film industry. The success of South Korea’s entertainment industry is inseparable from the government’s support in reforming
television and allocating resources to develop technology and popular culture [1]. Since then, Korean cinema has experienced rapid
growth and has successfully penetrated the international market. Based on a report from the Korean Film Council (KOFIC), the
Korean film industry has consistently produced films with more than 10 million viewers since 2012 [2]. Some films, such as Train
to Busan (2016), Parasite (2019), and Exhuma (2024), have attracted global attention and sparked widespread discussion on various
digital platforms.

TikTok’s influence shapes public opinion on various subjects, including movies. The platform enables users to share reviews
through short videos, enhanced by commenting and hashtagging features that promote discussions [3]. User comments typically
express positive, negative, or neutral sentiments, making sentiment analysis a crucial tool for assessing public reception, particularly
in the social media sphere. Several prior studies align with this research: Rahmadani and Chintya Tampubolon (2022) [4] conducted
sentiment analysis of TikTok social media using the Näpve Bayes Classifier algorithm to identify and classify negative comments,
aiming to foster more positive interactions on the platform. Their study achieved an accuracy of 80% in sentiment classification.
Setiawan et al. (2023) [5] conducted sentiment analysis on Indonesian TikTok reviews using LSTM and IndoBERTweet algorithms
to classify sentiments into negative, neutral, and positive categories. Their study found that IndoBERTweet outperformed LSTM,
achieving an accuracy of 80%, while LSTM had an accuracy of 78%. This research highlights the effectiveness of deep learning-
based NLP models in analyzing user sentiment on social media platforms. Apriani et al. (2024) [6] conducted a sentiment analysis
study on using TikTok as a learning medium using the Näpve Bayes Classifier algorithm. The study aimed to evaluate user sentiment
regarding TikTok as an educational tool by analyzing 176 collected data points. Their findings indicated that the model achieved an
accuracy of 75.27%, with a precision of 80% and a recall value of 58.38%. These results provide insight into user perceptions of
TikTok’s role in education and offer recommendations for further educational content development on the platform. Finally, Jung et
al. (2024) [7] conducted a study on the normalization of vaping on TikTok using a mixed-methods approach that combined computer
vision, natural language processing (NLP), and qualitative thematic analysis. Their research identified five major themes in TikTok
posts related to vaping: vape product marketing, TikTok influencers, general vaping, vape brands, and vaping cessation. Using the
ResNet50 model, the study achieved an impressive F1-score of 0.97 in classifying vaping-related content. The findings suggest that
TikTok influencers subtly integrate vaping into popular culture and daily life, thereby normalizing vaping behaviors among youth.

Several previous studies have explored sentiment analysis in various contexts, including TikTok and movie reviews, using
different methodologies. Rahmadani and Chintya Tampubolon (2022) [4] focused on sentiment analysis of TikTok comments using
the Näpve Bayes Classifier to classify negative comments with 80% accuracy. Setiawan et al. (2023) [5] conducted sentiment analysis
on Indonesian TikTok reviews, comparing LSTM and IndoBERTweet models, with IndoBERTweet outperforming LSTM with 80%
accuracy. Apriani et al. (2024) [6] applied the Näpve Bayes Classifier to analyze user sentiment regarding TikTok as an educational
tool, with 75.27% accuracy. Meanwhile, Jung et al. (2024) [7] examined vaping normalization on TikTok using a mixed-methods
approach, integrating computer vision and natural language processing. Although these studies demonstrate the effectiveness of
sentiment analysis in TikTok-related contexts, they are mostly limited to general social media sentiment, education, and specific
topics such as vaping. In addition, previous studies on sentiment analysis in movies mostly use Twitter and IMDb data, utilizing
LSTM for sentiment classification and BERT to enhance contextual understanding. Some studies have also integrated clustering
techniques to identify audience reaction patterns. However, TikTok-based sentiment analysis for movies is still under-explored. This
research will address the disruption by focusing on sentiment analysis of movie-related content on TikTok and utilizing the K-Means
learning technique that will collaborate with IndoBERT to gain insight into broader audience perceptions that no one has ever studied.
Recent research has demonstrated that transformer-based models, such as IndoBERT, exhibit superior contextual understanding in
Indonesian sentiment analysis [8]. Studies have shown that IndoBERT enhances the accuracy of sentiment classification in Indonesian
text, making it a valuable tool for natural language processing tasks. Additionally, the K-Means algorithm has proven effective in
clustering unlabeled sentiment data. For instance, research applying K-Means to movie review sentiments on Weibo revealed its
capability to distinguish dominant sentiment groups effectively. Comparative studies on clustering algorithms further indicate that
K-Means delivers competitive performance in social media-based sentiment segmentation. However, despite these advancements,
there remains a gap in understanding how IndoBERT and K-Means can be integrated to improve sentiment analysis in Indonesian-
language datasets. Previous studies have primarily focused on their individual performance, yet limited research explores their
combined effectiveness. This study aims to bridge this gap by evaluating the synergy between IndoBERT and K-Means in sentiment
analysis. The findings contribute to the broader field of machine learning-based sentiment analysis by providing insights into model
performance, potential enhancements, and implications for research and community applications, particularly in analyzing public
opinion on social and political issues. By addressing the urgency of sentiment analysis in Indonesian, this research builds upon at
least five state-of-the-art studies published between 2021 and 2025, emphasizing the need for more robust methodologies in this
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field. The novelty of this study lies in its exploration of IndoBERT’s deep contextual understanding in combination with K-Means
clustering to improve sentiment classification, filling a critical research gap and offering practical applications for public discourse
analysis and community decision-making.

2. RESEARCH METHOD
This study employs a quantitative research approach to examine audience sentiment analysis of the Korean movie ”2024”

on the TikTok platform, aiming to understand how audiences receive each movie genre. A quantitative approach is chosen for its
ability to analyze large datasets and derive statistical insights, which is essential for capturing the diverse sentiments expressed in
user comments. The study utilizes the K-means Clustering algorithm to group reviews based on sentiment patterns generated from
audience comments. Additionally, the IndoBERT model extracts features from the review text, allowing for numerical representation
that facilitates further processing and analysis. This combination of techniques enables a comprehensive understanding of audience
sentiment across different movie genres, providing valuable insights into viewer preferences and reactions.

Sentiment analysis is performed using SentimentIntensityAnalyzer (VADER) which is a method that will be used as modeling
in sentiment analysis and can determine the diversity that exists in the data through emotional intensity, according to the Lexicon data
dictionary that is already available [9]. This process is useful for classifying reviews into three sentiment categories, namely positive,
negative, and neutral. Through this approach, the research aims to identify audience preferences for the most desirable Korean movie
genres in 2024 and understand the sentiment distribution within each genre. Figure 1 below is the flow of methodology used in this
research.

Figure 1. Project flow

In Figure 1, the methodology steps in text processing begin with data collection from Korean movie reviews in 2024 on the
TikTok platform. After that, the data will be entered into the text preprocessing process. In the text preprocessing stage, the data goes
through several stages: data cleaning, case folding, filtering, tokenizing, and finally lemmatization. Data that has gone through the
preprocessing stage is represented in vector form (embedding) using the IndoBERT method. Furthermore, entering the elbow method
stage is one of the methods used to determine the best number of clusters by looking at the percentage of each cluster that will form
an elbow at a point [10]. The K-means algorithm is used to perform clustering at this stage. Clustering will divide or group unlabeled
data into several clusters based on the dataset’s analysis of similarity or dissimilarity to obtain a relationship with each other. This
stage aims to provide unlabeled sentiment analysis based on clustering results using SentimentIntensityAnalyzer from the VADER
(Valence Aware Dictionary and Sentiment Reasoner) library. At this stage, the results obtained will be visualized using a bar chart,
and then after that, an analysis will be carried out.

2.1. Collect Data
The data collection method in this study employs a crawling technique to gather data from the TikTok platform, focusing on

user-generated content related to the movie ”2024.” This approach allows for systematically collecting comments and reviews that
meet specific research criteria. The research criteria are based on the movie genre, which is categorized into four distinct genres:
comedy, romance, action, and thriller. The study aims to capture a diverse range of audience sentiments and reactions by targeting
these genres. This comprehensive data collection process ensures that the analysis reflects the varied perspectives of viewers across
different genres, providing a robust foundation for the subsequent sentiment analysis.
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2.2. Data Preprocessing
Data preprocessing is the initial stage of data processing that aims to clean and prepare the text to make it easier to analyze and

process. This stage is very important, as raw data often contains many irrelevant and unstructured elements that must be converted
into a more organized format. The data cleaning process involves removing URLs, non-alphanumeric characters (except spaces),
numbers, emojis, and initial or final spaces in the text, utilizing the Pandas Library. The removal of symbols and numbers is done
because they do not have specific meanings that correlate with news topics [11]. After data cleaning, letter folding is performed
to standardize the text by converting all characters to lowercase or uppercase using the Natural Language Toolkit (NLTK) library.
Next, stopword removal removes irrelevant words from the text based on a predefined list of stopwords, which the NLTK library also
facilitates. The tokenization process separates words in sentences into individual tokens, removing all symbols and characters, with
separation based on spaces [12]. Finally, lemmatization is applied to parse inflected words into their base form, known as lemma,
which improves the accuracy of text analysis by linking words with similar meanings [13]. This comprehensive preprocessing
approach ensures the data is well structured and ready for further analysis.

2.3. Feature Extraction
IndoBERT is a word embedding model that has gone through a previous training process called pre-trained word embedding. It

is trained using large and generalized datasets so that it can better understand the meaning and structure of syntax [14]. IndoBERT is
usually implemented using the Hugging Face Transformer library, which is a popular library for transformer-based models, including
BERT.

2.4. Clustering Using K-Means
K-Means is one of the non-hierarchical clustering procedures. K-means is a popular clustering method widely used in various

fields because it is simple and easy to implement [15]. The K-means method is an unsupervised learning clustering method that
aims to predict or classify objects so that the distance between objects to the data center in one data is minimal without having to do
training first [16]. The steps involved in the K-Means algorithm are as follows [8]: First, the dataset is prepared. Next, the number of
clusters is determined, and a random centroid point is selected for each cluster. Subsequently, the distance between each data point
and the centroids is calculated to measure the proximity of the data to the centroids. Finally, data points are grouped into clusters
based on their proximity to the centroids. The formula used to calculate the distance between two data points, xxx and yyy, is shown
in Equation 1:

d(x, y) =

1∑
n+1

(xi − yi)
2 (1)

Here, d(x, y) represents the distance between the testing data x and the training data y, where xi is the i-th testing data points
and yi is the i-th training data point. This calculation is critical for determining the similarity of objects and plays a central role in
grouping data during the clustering process. The iterative nature of the K-Means algorithm ensures efficient convergence towards
well-defined clusters, making it a powerful tool for data analysis and segmentation.

2.5. Analyzed Text Sentiment Using SentimentIntensityAnalyzer
Sentiment analysis is a process that involves extracting, processing, and understanding data presented in unstructured text

automatically [17]. This technique is essential for retrieving valuable information and sentiment from opinionated sentences, allowing
researchers to gauge public sentiment on various topics. By analyzing the emotional tone behind the text, sentiment analysis can
provide insights into how individuals feel about a particular subject, product, or service. The process typically employs natural
language processing (NLP) techniques to identify and categorize sentiments as positive, negative, or neutral. As a result, sentiment
analysis has become a vital tool in fields such as marketing, social media monitoring, and customer feedback analysis, enabling
organizations to make data-driven decisions based on audience perceptions.

3. RESULT AND ANALYSIS
This section will discuss the results of the above stages, such as data preprocessing, feature extraction using IndoBERT,

clustering using the K-Means algorithm, and analyzing sentiment that has undergone the clustering process. Each stage will be
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written to see its analysis and effectiveness in processing, clustering, and understanding text data patterns to produce the desired
sentiment.

3.1. The Result of Data Preprocessing
Data preprocessing is a process of preparing data before further processing. This is done before the classification process,

which is needed to clean, remove, and change data sources in the form of non-alphabetic characters and other words that are not
needed [18]. The data sources in this study were taken from reviews and reviewer comments on the TikTok platform regarding the
Korean movie 2024. The data obtained includes various user reviews that provide their opinions in short texts. The amount of data
obtained is 10,431 text data.

The application of data cleaning, such as removing URLs in the text, all non-alphanumeric characters except spaces, punctu-
ation marks, and symbols, all numbers, emojis, and spaces at the beginning and end of the text, results in changes in the amount of
each genre’s data. Details of the data used, along with the amount and results of data cleaning, can be seen in Table 1.

Table 1. Data Cleaning Result

Genre Before Data Cleaning After Data Cleaning
Comedy 2.680 data 2.306 data
Romance 2.400 data 2.399 data

Action 2.863 data 2.543 data
Thriller 2.488 data 1.844 data

Total 10.431 data 9.092 data

After data cleaning, case folding is implemented to ensure the processed data has a uniform word form. This step involves
converting all words into lowercase letters, which helps to eliminate inconsistencies caused by variations in capitalization. By
standardizing the text in this manner, the analysis can focus on the actual content of the words rather than their formatting. This
process is crucial for improving the accuracy of subsequent analyses, such as sentiment evaluation. The results of this case folding
process can be seen in Table 2.

Table 2. Case Folding Result

Case Folding Result
Before Case Folding After Case Folding

”drama dan film song jong ki Bagus semua” ”drama dan film song jong ki bagus semua”
”Dia jadi mirip kim sejeong deh pas jadi cewe” ”dia jadi mirip kim sejeong deh pas jadi cewe”

In this research, the stopwords removal process utilizes the function ”stopwords.words(’indonesian’),” which provides a com-
prehensive list of common Indonesian words frequently used but with little informational value in text analysis. By eliminating these
stopwords, the analysis can focus on the more meaningful words that contribute to the overall sentiment and context of the reviews.
This step is essential for enhancing the quality of the data, as it reduces noise and allows for a clearer understanding of the audience’s
opinions. Removing stopwords helps streamline the text, making it easier to identify key themes and sentiments expressed by users.
The details of this stopwords removal process, including the specific words eliminated, can be seen in Table 3.

Table 3. Stopwords Removal Result

Stopwords Removal Result
Before Stopwords Removal After Stopwords Removal

”siapapun namanya tetep dipanggil ikjun” ”namanya tetep dipanggil ikjun”
”dia jadi mirip kim sejeong deh pas jadi cewe” ”kim sejeong deh pas cewe”

”judulnya apa” ”judulnya”

The tokenizing process is the initial stage in text processing that aims to break the text into small units called tokens. These
tokens are usually words, phrases, or symbols that have meaning in a particular context. The implementation of this process results
in text data that has been converted into tokens, as shown in Figure 2. The tokenizing results provide a more organized structure,
facilitating further analysis of the text data. This step also helps identify syntactic patterns or structures in the text. With tokenizing,
data can be processed more efficiently in subsequent stages, such as lemmatization or sentiment analysis.

Novel Application of . . . (Baiq Rima Mozarita Erdiani)



352 ❒ ISSN: 2476-9843

Figure 2. Tokenizing result

Lemmatization converts words in a text to their base form or lexical form. Unlike stemming, lemmatization considers the
context and meaning of the words to make the results more accurate. For example, the word ”running” will be changed to ”run”
because this lemma form reflects the word’s basic meaning. In this research, the lemmatization process is performed using the NLTK
library, as shown in Figure 3. This process simplifies the data and reduces word variation without losing meaning. The results of
lemmatization are essential to support further data analysis, including classification and theme clustering.

Figure 3. Lemmatization result

3.2. Feature Extraction using IndoBERT
This research uses the IndoBERT model to generate numerical representations (embeddings) of Indonesian text. The model

used is ”indobenchmark/indobert-base-p2” which is used specifically for Indonesian data. Tokenization is done using AutoTokenizer
by ensuring the text is processed using the tensor format with padding and truncation to maintain consistency up to 512 tokens. This
feature extraction represents the dataset we have used. Below is an example of representing the word ”movie” after using through’s
feature extraction stage using IndoBERT. Below is a representation of feature extraction using IndoBERT, as shown in Figure 4.

Figure 4. Vector representation of the word ”film”

Each word that has gone through the modeling stage using IndoBERT also has a similar weight to other words. If the similarity
value is closer to 1, then the word has a high level of semantic similarity. As shown in Figure 5, the similarity representation results
show the words most semantically similar to ”film.” This analysis is important for understanding the semantic relationships between
words in the data corpus, especially in the context of natural language processing (NLP). Thus, the IndoBERT model cannot only
understand sentence structure but also capture the meaning and context of words with better precision.
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Figure 5. Similarity representation of the word ”film”

3.3. Clustering Using K-Means

After performing feature extraction, the next step is clustering using the K-means algorithm. In clustering, the data entered is
the feature extraction result data, and the K value is the cluster value. Before determining the K value, the elbow method is performed
first to calculate the optimal K value used for creating the cluster. The following is the result of the elbow method, which can be seen
in Figure 5.

Figure 6. Determining the number of clusters using the elbow method

Based on Figure 6, the graph shows that the significant decrease in WCSS starts from the beginning and begins to slope at a
certain value, which indicates an elbow point. For each genre, the elbow point is identified around a certain number of clusters, as
seen in the graph, which is k=3 for each genre. After the value of k is obtained, it will enter the clusterization process.

The clustering process uses the K-means method, which groups the text based on the embedding representation generated
during feature extraction. This embedding reflects the semantic meaning of the text. In the implementation, the embedding for all
texts will be calculated using ”get bert embedding”, then converted into a numeric array. The K-Means algorithm is applied with the
number of ”n cluster = 3” according to the previous elbow method. Using the random parameter ”random state=42”, this process
will generate cluster labels on each text, which can be further analyzed to understand the patterns appearing in each group. Based on
the clustering results using the K-Means algorithm below, the cluster distribution is visualized using Principal Component Analysis
to reduce the embedding dimension generated by IndoBERT. Each cluster looks well separated, meaning the IndoBERT embedding
successfully identified the semantic patterns. Figure 7 below is the clustering result using K-Means.
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Figure 7. Clusters result using the k-means algorithm

3.4. Analyzed Text Sentiment Using SentimentIntensityAnalyzer
Based on sentiment analysis conducted using SentimentIntensityAnalyzer, each text that has gone through the lemmatization

process will be classified into three categories: positive, negative, and neutral. The analysis results show that the sentiment distribution
in each cluster has been generated by the K-Means algorithm. The sentiment percentage is calculated based on the number of
sentiments in each cluster against the total sentiments in all clusters. The sentiment distribution across genres is shown in Figure 8,
which highlights the sentiment analysis result for comedy, romance, action, and thriller.

Figure 8. Sentiment analysis results

3.5. Evaluation of Sentimen Clusters Result
In this section, each cluster will be analyzed and observed to determine which genres are most interesting to Korean film

audiences throughout 2024 based on data from the TikTok platform. Compared to previous studies, such as those conducted by Chen
et al. (2022), which primarily use multiple platforms as data sources for sentiment analysis, this study provides a novel perspective
by leveraging TikTok’s unique engagement features, such as short video reviews, interactive comments, and hashtag-driven trends.
These features allow sentiment trends to be observed in a more dynamic and real-time manner.

Based on the results of the sentiment clustering distribution of each genre, the romance genre has the highest dominance of
neutral sentiment with 89.6%, followed by the comedy genre at 87.4% and action at 60.4%. This finding differs from previous
studies that analyzed Twitter and YouTube data, where romance and comedy genres typically had higher positive sentiments due to
the written nature of reviews that often contain direct expressions of preference. On the other hand, TikTok users tend to engage in
more neutral discussions, likely influenced by the short video format that emphasizes reactions over detailed written critiques.

Regarding positive sentiment, the action genre recorded the highest percentage at 14.9%, surpassing romance (7.0%) and
comedy (9.4%), with the thriller genre having the lowest at 5.4%. This trend aligns with past research on YouTube reviews, where
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action films often receive high engagement due to their visual appeal and excitement factor. However, the difference in sentiment
distribution suggests that TikTok audiences may respond differently to action films than users on other platforms.

The highest negative sentiment was also observed in the action genre at 24.7%, significantly higher than romance (3.4%),
comedy (3.2%), and thriller (2.6%). This contrasts with findings from studies that analyzed Twitter reviews, where romance films
often had a higher proportion of negative sentiment due to critical discussions about clichés and predictable storylines. The lower
negative sentiment in TikTok’s romance and comedy genre reviews may indicate a more casual and entertainment-driven approach
by users on this platform.

Figure 9 provides a combined visualization of the clustering and sentiment results discussed in this section, highlighting the
distribution of neutral, positive, and negative sentiments across genres. These differences highlight the impact of platform choice
on sentiment analysis results. While previous studies using Twitter and YouTube data focused on text-based opinions, this study
demonstrates that TikTok provides a more interactive and engagement-driven sentiment distribution. The findings contribute to a
broader understanding of audience preferences in the Korean film industry by showcasing how sentiment varies across social media
platforms.

Figure 9. Combined visualization of clustering and sentiment results

4. CONCLUSION

Based on the research results of the 2024 Korean movie audience review data on the Tiktok platform, which only contains
reviews in Indonesian and uses the K-means algorithm and SentimentIntensityAnalyzer, the romance genre is the most popular genre
for viewers on the Tiktok platform in 2024 with a neutral sentiment dominance of 89.6%, followed by the comedy genre of 87.4%.
On the other hand, the action genre stands out in positive sentiment at 14.9% but also has a negative sentiment range of 24.7%. The
thriller genre shows relatively low numbers compared to the other three genres across all sentiment categories. This result shows
that the audience prefers romance and comedy movies on the TikTok platform. Therefore, it is recommended that the Korean film
industry should focus more on developing these two genres, while the action genre requires improvement in aspects that trigger
negative sentiment.

In terms of algorithm usage, the combination of the IndoBERT feature extraction for feature extraction and the K-Means
algorithm for clustering shows great potential in conducting unlabeled analysis. The K-Means algorithm can cluster the data into
three main clusters, namely positive, negative, and neutral, using only PCA visualization, showing clear and separate cluster results.
However, some limitations exist, such as difficulty in handling unbalanced data and data distribution, dependence on the optimal k
value, and sensitivity to centroid initialization. Nevertheless, the advantages of the K-Means algorithm can be seen from its simplicity
and efficiency in processing large data. For future research, it is recommended that other algorithms, such as DBSCAN or Gaussian
Mixture Models, be used to overcome uneven data distribution. In addition, future research can also rely on reviews from other
platforms to enrich the trend analysis of audience preferences. Overall, this approach has shown excellent results in understanding
the sentiment patterns of Korean movie viewers through the TikTok platform.
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