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ABSTRACT

Given the increasing prevalence and significant health burden of liver diseases globally, improving the
accuracy of predictive models is essential for early diagnosis and effective treatment. The purpose of
the study is to systematically analyze how different feature selection methods impact the performance
of various machine learning classifiers for liver disease prediction. The research method involved
evaluating four distinct feature selection techniques—regular, analysis of variance (ANOVA), univari-
ate, and model-based—on a suite of classifiers, including decision forest, decision tree, support vector
classifier, multi-layer perceptron, and linear discriminant analysis. The result revealed a significant
and variable impact of feature selection on model accuracy. Notably, the ANOVA method paired with
the multi-layer perceptron achieved the highest accuracy of 0.801724, while the univariate method
was optimal for the decision forest classifier (0.741379). In contrast, model-based selection often de-
graded performance, particularly for the decision tree classifier, likely due to the introduction of noise
and overfitting. The support vector classifier, however, demonstrated robust and consistent accuracy
across all selection techniques. These findings underscore that there is no universally superior feature
selection method; instead, optimal predictive performance hinges on tailoring the selection technique
to the specific machine learning model. This study contributes practical, evidence-based insights into
the critical interplay between feature selection and model choice in medical data analysis, offering a
guide for improving classification accuracy in liver disease prediction. Future work should explore
more sophisticated and hybrid feature selection methods to enhance model performance further.
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1. INTRODUCTION
Liver disease poses a significant health burden globally, with its prevalence steadily rising over the past decades [1]. Cirrhosis

or liver damage is a significant contributor to both death and illness globally, ranking as the 11th major cause of death and the 15th
largest cause of morbidity in 2016 [2]. Early detection and accurate prediction of liver disease play pivotal roles in effective patient
management, treatment planning, and ultimately, in reducing mortality rates associated with liver-related complications [3]. In recent
years, the integration of machine learning techniques in medical decision-making has shown promising results in improving predic-
tive accuracy and patient outcomes [4–7]. Liver disease diagnosis often involves a multifaceted approach, with liver enzyme analysis
serving as a key diagnostic tool. Elevated levels of specific liver enzymes, such as alanine aminotransferase (ALT), aspartate amino-
transferase (AST), and alkaline phosphatase (ALP), can indicate liver damage or dysfunction [8]. These biomarkers provide valuable
insights into the physiological status of the liver and are routinely measured in clinical settings to aid in the diagnosis and monitor-
ing of liver-related conditions [9]. Studies have highlighted the potential of machine learning algorithms to complement traditional
diagnostic methods by leveraging a diverse array of clinical and biochemical data for liver disease prediction [10]. Previous studies
have demonstrated the versatility and efficacy of various machine learning algorithms in accurately predicting liver disease based on
diverse sets of clinical and demographic features [11]. These algorithms, ranging from traditional classifiers like logistic regression
and decision trees to more sophisticated approaches such as support vector machines and neural networks, have demonstrated the
capacity to analyze complex data patterns and generate reliable predictions [12–14].

While machine learning models have indeed demonstrated substantial success in predicting liver disease, their performance
can be further enhanced by employing effective feature selection techniques. Their predictive accuracy can be hindered by the
inclusion of irrelevant or redundant features within the input data [15, 16]. Such features not only increase computational overhead
but also introduce noise, potentially leading to overfitting and suboptimal model performance [17, 18]. Therefore, the process of
feature selection becomes indispensable in identifying the most informative variables that significantly contribute to the predictive
task at hand [19, 20]. Feature selection is essential to create a model that effectively generalizes to samples that have not been
previously observed [21]. Reducing the dimensionality of the medical information can lead to an increase in the accuracy of the
prediction model, while also reducing computing complexity [22]. Previous studies in the realm of liver disease prediction have
predominantly focused on employing single-feature selection methods to enhance model performance. For instance, one study
deployed the Least Absolute Shrinkage and Selection Operator (LASSO) technique to identify highly correlated attributes of liver
disease (LD) [23], while another utilized the Random Under Sampling boosting algorithm to assess feature importance [24]. The
landscape of feature selection methods is diverse, encompassing approaches such as Analysis of Variance (ANOVA), Univariate, and
Model-Based techniques, each with unique strengths and limitations [25, 26].

Previous research on the dataset we employ has focused on developing different machine-learning models to forecast liver
illness, but with a notable omission of feature selection techniques in their methodology [27] While other studies in the broader
field have recognized the importance of feature selection, they predominantly rely on a singular methodology, such as deploying
LASSO [23], or a boosting algorithm [24] in isolation. This reliance on a single feature selection approach presents a significant,
unaddressed limitation [28]. Feature selection methods are not one-size-fits-all [29, 30]; techniques like filter-based (e.g., ANOVA),
wrapper-based (e.g., Recursive Feature Elimination), and embedded methods operate on fundamentally different principles [31, 32].
Consequently, a feature subset deemed optimal by one method may be suboptimal when paired with a different machine learning
algorithm, potentially leading to biased conclusions about feature importance and constrained predictive performance.

Therefore, the critical research gap lies in the absence of a systematic and comparative analysis that investigates how different
classes of feature selection methods perform across various machine learning models for liver disease prediction. The novelty of
this research is rooted in its two-dimensional approach, moving beyond the linear focus of previous studies. While prior work has
concentrated on either optimizing a single machine learning algorithm or applying one specific feature selection technique [23, 24].
Our study is the first to systematically investigate the crucial interaction between these two components. It remains unclear whether
the choice of feature selection technique has a more significant impact on prediction performance than the choice of the learning
algorithm itself. This paper seeks to bridge this gap by directly addressing this uncertainty. Our central purpose is to test the
hypothesis that optimal predictive performance is not achieved by a single ”best” method, but rather by identifying an optimal pairing
of a feature selection technique with a compatible machine learning algorithm. By doing so, we aim to establish an evidence-based
methodological framework for researchers in this field.

The contributions of this research extend significantly beyond its academic novelty. For further research, our findings will
provide a crucial benchmark and a methodological roadmap, enabling subsequent studies to build upon a more robust evidence
base instead of relying on ad-hoc choices for feature selection. This will save valuable computational resources and improve the
reproducibility of results in the field. From a clinical perspective, a more nuanced understanding of these model-feature selection
interactions is the first step toward developing more accurate and reliable Clinical Decision Support Systems (CDSS). This directly
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benefits community organizations, such as patient advocacy groups and professional medical societies, by providing the evidence
needed to champion the adoption of superior diagnostic tools that can lead to earlier detection and improved patient outcomes. For
government and public health bodies, this research offers tangible insights for policy-making. By identifying more precise predictive
models, our work can inform the design of cost-effective national screening strategies for at-risk populations, optimize the allocation
of healthcare resources, and ultimately help reduce the significant economic and social burden imposed by advanced liver disease.

2. RESEARCH METHOD
2.1. Research Design and Approach

This study employs a quantitative, experimental research design. The approach is quantitative, as it centers on analyzing
numerical data to measure and compare model performance. The research process involves the systematic application of various
feature selection techniques and machine learning algorithms to the Indian Liver Patient Dataset. The primary outcome is measured
using a single and clear metric named model accuracy.

The experimental nature of this research is defined by its controlled, comparative framework. We establish a baseline perfor-
mance by training each machine learning algorithm on the full set of features. Subsequently, we systematically introduce different
feature selection methods (the independent variable) to create multiple, distinct feature subsets. We then measure the impact of these
subsets on the accuracy of each machine learning model (the dependent variable). The core analysis focuses on the percentage of
accuracy improvement and the average variance of this improvement relative to the baseline, allowing for a rigorous examination of
the interaction and impact of each feature selection and algorithm pairing.

The empirical investigation presented herein follows a rigorous, multi-stage methodological framework, visually delineated in
the subsequent flowchart (Figure 1). The process begins with the acquisition of the Indian Liver Patient Dataset (ILPD), followed
by a minimal preprocessing step that involves numerically encoding the gender attribute. Subsequently, a suite of diverse feature
selection techniques is employed to generate multiple, distinct feature subsets from the training data. Each resulting subset, along
with the original full-feature set serving as a baseline, is used to train various machine learning classifiers. The performance of each
model is then quantitatively evaluated based on predictive accuracy, culminating in a comparative analysis that assesses the accuracy
improvement and systematically investigates the interaction between each feature selection method and learning algorithm.

Figure 1. Research Flowchart
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2.2. Dataset

The dataset utilized in this study, extracted from the UCI Machine Learning Repository, constitutes the Indian Liver Patient
Dataset (ILPD). This dataset has already been studied with various machine-learning techniques. Comprising 416 liver patient records
and 167 non-liver patient records, it reflects a comprehensive collection derived from India country [33–36]. The dataset features
a gender distribution of 441 male patient records and 142 female patient records, offering a diverse demographic perspective. The
dataset encompasses ten discernible features crucial for analysis. The dataset contains several variables, as shown in Table 1.

Table 1. Pembagian data untuk Training dan Testing

Feature Name Description
Age The age of the patient.

Gender The gender of the patient (male/female).
TB (Total Bilirubin) A compound indicating the total amount of bilirubin in the blood is often associated with liver function.

DB (Direct Bilirubin) The portion of bilirubin that is directly conjugated in the liver is typically indicative of liver function.
ALP (Alkaline Phosphatase) An enzyme found primarily in the liver, bone, and placenta, which is often used as a marker for liver health.

ALT (SGPT Alanine Aminotransferase) An enzyme found predominantly in the liver is often used as a marker for liver damage or disease.
AST (SGOT Aspartate Aminotransferase) An enzyme found in various tissues including the liver and heart, is often elevated in cases of liver damage.

TP (Total Protein) The total amount of protein in the blood, including albumin and globulin, is used as a marker for overall
health and nutrition.

(ALB) Albumin The total amount of protein in the blood, including albumin and globulin, is used as a marker for overall
health and nutrition.

(A/G) Albumin and Globulin Ratio The ratio of albumin to globulin in the blood is often used as an indicator of liver or kidney function.
Status A label indicating whether the patient has liver disorder or not, is assigned by experts for classification

purposes.

2.3. Feature Selection Methods

The accuracy of predictive models is highly contingent on the quality of the features used. In this study, we employed three
primary feature selection methods: ANOVA, Univariate, and Model-Based methods. These techniques were meticulously chosen to
enhance the prediction performance for liver disease by identifying the most relevant features from our dataset. Below, we delineate
the principles, implementation specifics, and application of each method.

ANOVA (Analysis of Variance): ANOVA is a statistical method used to determine the significance of individual features by
analyzing the differences between the means of different groups. In the context of our study, ANOVA was applied to compare the
variance between the liver disease status groups (positive vs. negative) for each feature. The underlying principle of ANOVA is
to assess whether the means of different groups are statistically significantly different from each other, thereby identifying features
that have a strong discriminative power [37]. The ANOVA F-test was performed for each feature to calculate the F-statistic and the
corresponding p-value. Features with p-values below 0.05 were selected, indicating significant differences in their means across the
groups.

Univariate Feature Selection: Univariate feature selection involves evaluating each feature individually to determine its rele-
vance to the target variable. This method ranks features based on their univariate statistical tests, selecting the top-ranking features
for model-building [38]. The rationale behind univariate selection is that it simplifies the feature space while retaining the most
informative features. We utilized the chi-square test for categorical features and the ANOVA F-test for continuous features. Features
were ranked according to their test scores. The top-ranked features, based on a predetermined count or percentile, were selected for
inclusion in the predictive model.

Model-Based Feature Selection: Model-based feature selection utilizes machine learning models to assess the significance of
features. This approach integrates the predictive power of features directly into the model training process, identifying those that
most significantly enhance the model’s performance. For this study, we utilized the Extra Trees Classifier. This ensemble learning
method is particularly effective for feature selection due to its ability to handle large datasets with numerous features.

This method constructs a multitude of decision trees and outputs the mean prediction of the individual trees, thus reducing
overfitting and enhancing predictive accuracy [39]. We configured the Extra Trees Classifier with 50 estimators and trained it on the
full set of features from the liver disease dataset. After training, the classifier assigned importance scores to each feature based on its
contribution to reducing the impurity in the trees. Features with higher scores were deemed more relevant. Features with the highest
importance scores were selected. Specifically, we identified a threshold score to include the top-ranked features, ensuring that only
the most informative features were retained.
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2.4. Model Training

The predictive models used in this study were trained using a diverse set of algorithms, each with specific configurations
designed to optimize performance for liver disease prediction. Below, we provide detailed descriptions of the models, their respective
training parameters, and the underlying algorithms.

Random Forest Classifier: The Random Forest Classifier is an ensemble learning method that constructs multiple decision
trees during training and outputs the mode of the classes for classification tasks. This method reduces overfitting and improves
generalization. We employed the Random Forest Classifier with a range of estimators (n estimators), varying from 50 to 500 in
increments of 50 (i.e., 50, 100, 150, . . ., 500). This allowed us to assess the impact of ensemble size on the model’s accuracy and
robustness.

Decision Tree Classifier: The Decision Tree Classifier is a non-parametric supervised learning method used for classification
and regression. It splits the data into subsets based on the value of input features, forming a tree structure. We explored different
depths to determine the optimal complexity of the trees. The maximum depth was varied from 50 to 500 in increments of 50 (i.e., 50,
100, 150, . . ., 500), to find the depth that provided the best predictive performance.

Support Vector Classifier (SVC): The Support Vector Classifier (SVC) is a powerful classification method that finds the hyper-
plane that best separates classes in the feature space. SVC can handle high-dimensional spaces and is effective when the number of
dimensions exceeds the number of samples. We evaluated SVC using multiple kernel functions to capture different patterns in the
data, testing the linear, polynomial (poly), radial basis function (RBF), sigmoid, and precomputed kernels. Each kernel was assessed
for its ability to handle the dataset’s complexities and contribute to accurate liver disease prediction.

Multi-Layer Perceptron (MLP): The Multi-Layer Perceptron (MLP) is a type of artificial neural network comprising at least
three layers of nodes: an input layer, one or more hidden layers, and an output layer. Each node (neuron) in one layer connects to
every node in the following layer with a specific weight. We configured the MLP with two hidden layers and experimented with
three different configurations for the number of neuron units per layer: 8, 32, and 128. The activation function used was LeakyReLU,
which helps mitigate the vanishing gradient problem. Each model was trained for 100 epochs to ensure convergence and stability in
the learning process.

Linear Discriminant Analysis: Linear Discriminant Analysis (LDA) is a statistical and machine learning method that identifies
the linear combination of features that best separates two or more classes of objects or events. LDA reduces dimensionality while
preserving as much of the class discriminatory information as possible. We implemented LDA using three different solvers: singular
value decomposition (SVD), least squares (LSQR), and eigenvalue decomposition (EVD). These solvers offered varied approaches
to dimension reduction and classification, enabling us to identify the most effective method for our dataset.

2.5. Experimental Setup

In our experimental setup, we began by preprocessing the dataset to ensure its quality and consistency. All data entries with
null values were removed to prevent any biases or inaccuracies in the model training process. This cleaning step was crucial to
maintaining the integrity of the dataset and ensuring reliable model performance.

For the implementation of traditional machine learning models, we utilized the Scikit-learn library. This library provided ro-
bust and efficient tools for deploying our Random Forest Classifier, Decision Tree Classifier, Support Vector Classifier, and Linear
Discriminant Analysis models. The Multi-Layer Perceptron (MLP) was implemented using the TensorFlow library, which offers ex-
tensive support for deep learning architectures. Each model underwent a comprehensive grid search to optimize its hyperparameters,
allowing us to explore a wide range of parameter configurations systematically. The goal was to identify the set of parameters that
yielded the highest accuracy on the validation set.

3. RESULT AND ANALYSIS

This section will analyze the outcomes of our research and provide the findings. We aim to provide insights into the efficiency
of various feature selection approaches combined with machine learning models for predicting liver disease through a thorough
analysis and interpretation. We examine how model performance varies with different techniques, with a focus on the impact of
feature selection on prediction accuracy.

Investigating Liver Disease . . . (Ahmad Zein Al Wafi)
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3.1. Selected Features
The ANOVA approach determined that the following variables are significant predictors: Age, Gender, TB, DB, ALP, SGPT,

SGOT, ALB, and AG. This approach highlights the statistical disparities across various groups, leading to a thorough selection that
encompasses demographic, biochemical, and enzymatic indicators. The Univariate technique, which assesses each feature separately,
identified a slightly distinct group of predictors: Age, Gender, TB, DB, ALP, SGPT, SGOT, and ALB. Notably, this technique did
not include the Albumin-Globulin Ratio (AG) in its selection, suggesting that AG may have lower predictive power when evaluated
independently of other variables. Finally, the Tree-based method, which uses decision trees to determine the relevance of features,
identified Age, TB, DB, ALP, SGPT, SGOT, and ALB as the primary predictors. This strategy also omitted Gender and AG, indicating
that these characteristics may have a lesser significance in the hierarchical organization of decision tree models.

Upon comparing the chosen characteristics, it becomes apparent that Age, TB, DB, ALP, SGPT, SGOT, and ALB consistently
emerge in all techniques, suggesting their strong predictive value for liver disease. Both the ANOVA and Univariate approaches
identified gender as a significant factor, but the Tree-based method did not. Additionally, the ANOVA method identified AG as
the only significant factor. In subsequent investigations, we will evaluate the performance of predictive models utilizing the chosen
features to establish the most optimal combination for precise diagnosis of liver illness. All symbols that have not been mentioned in
the equation should be explained in the following text.

3.2. Performance of Feature Selection Methods
In this subsection, we compare the performance of different feature selection methods, with the primary metric for evaluation

being the best validation accuracy achieved through grid search optimization. This table presents the results of implementing various
machine learning models with different feature selection methods. Table 2 presents the accuracy scores obtained from different
machine learning models trained with features selected using various methods, including ANOVA, Univariate, and Model-Based
techniques. The ”Regular” column represents models trained without feature selection, serving as a baseline for comparison.

The Decision Forest Classifier (DFC) achieves the maximum accuracy using the Univariate approach, with a score of 0.741379.
It is closely followed by the Regular method, which achieves a score of 0.732759. The ANOVA and Model-Based approaches had
accuracies of 0.698276 and 0.724138, respectively, which are marginally lower. This suggests that DFC benefits from a more
straightforward and statistically significant feature selection process, facilitated by the Univariate technique. The Regular approach
achieves the maximum accuracy of 0.715517 for the Decision Tree Classifier (DTC). The ANOVA and Univariate techniques exhibit
similar performance with accuracies of 0.698276 and 0.681034, respectively. In contrast, the Model-Based method demonstrates a
notable decrease in accuracy, dropping to 0.629310. This suggests that DTC is prone to overfitting when features are chosen using
model-based criteria.

The Support Vector Classifier (SVC) consistently performs well with all feature selection approaches, obtaining an accuracy
of 0.767241 in each case. The consistent nature of SVC implies that the choice of feature selection method does not significantly
influence its resilience. The Multi-Layer Perceptron (MLP) model reaches its greatest accuracy of 0.801724 using the ANOVA
approach. The Regular, Univariate, and Model-Based approaches yield accuracies of 0.784483, 0.775862, and 0.775862, respectively,
which are slightly lower than the optimal value. MLP benefits from the variance analysis offered by the ANOVA method, potentially
because it enhances the comprehension of feature interactions. The Linear Discriminant Analysis (LDA) model attains the greatest
accuracy of 0.741379 using both the Regular and Univariate approaches. The ANOVA and Model-Based approaches exhibit a
marginal decrease in performance, achieving accuracies of 0.732759 and 0.741379, respectively. The consistency shown across
different approaches indicates that LDA is useful in contexts where the characteristics follow a normal distribution.

Table 2. Accuracy Comparison of Machine Learning Models with Feature Selection

♯Model Regular Anova Univariate ModelBased
Random Forest Classifier 73.275 69.827 74.137 72.413
Decision Tree Classifier 71.551 69.827 68.103 62.931
Support Vector Classifier 76.724 76.724 76.724 76.724

Multi
78.448 80.172 77.586 77.586

Layer Perceptron
Linear Discriminant Analysis 74.137 73.275 74.137 74.137

Average 74.827 73.965 74.139 72.758

To contextualize our findings, a comparative analysis was conducted against previously published research on liver disease
prediction using similar datasets.
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Table 3. Pembagian data untuk Training dan Testing

Research Accuracy Performance Use Feature Selection
Our Research 80.1% Yes

[40] 78.6% Yes
[40] 78.1% No
[36] 71.8% No
[41] 71.8% No
[42] 71.3% No

As delineated in Table 3, the optimal model developed in this study achieved a predictive accuracy of 80.1%. This result marks
a significant performance gain over prior studies that did not employ feature selection, which reported accuracies ranging from 71.3%
to 71.8% [36, 41, 42]. Notably, the performance of our model also exceeds that of recent work by [40], which reported accuracies of
78.1% without feature selection and 78.6% with it. This comparison highlights that while the inclusion of feature selection generally
yields better results. The multi-method approach adopted in our research provides an additional performance advantage, establishing
a new benchmark for the dataset.

3.3. Impact of Feature Selection on Model Performance
The analysis of feature selection methods revealed variations in their impact on the performance of machine learning models

for predicting liver disease. To understand the impact of feature selection on model performance, we analyzed the average accuracy,
variance, and improvement percentage for each classifier across different feature selection methods. Table 3 presents statistics of
validation accuracy results.

The impact of feature selection on model performance reveals distinct patterns and insights when examining the average
accuracy, variance, improvement, and improvement percentage for each classification model. Among the observed trends, it is
evident that the choice of feature selection method exerted a discernible influence on the predictive accuracy of the models.

The Univariate feature selection approach achieves the highest average accuracy of 0.741379 for the Decision Forest Classifier
(DFC), indicating its efficiency in improving the model’s performance. This approach also ensures a low variance of 0.000347,
which signifies consistent and dependable outcomes. The increase in accuracy is 0.008621, equivalent to a 1.176471% improvement,
highlighting the advantage of utilizing statistically significant features identified by the Univariate technique. On the other hand, the
ANOVA approach yields the lowest mean accuracy of 0.698276, suggesting that it may not be as suitable for DFC. The Decision Tree
Classifier (DTC) achieves the highest mean accuracy of 0.715517 using the Regular feature selection approach. Nevertheless, this
model demonstrates a significant decline in performance when using the Model-Based approach, obtaining an average accuracy of
merely 0.629310. The substantial reduction, together with the largest variance of 0.001387, demonstrates the Model-Based method’s
susceptibility to overfitting or introducing noise. The Regular technique has resulted in a negative improvement percentage of -
2.409639% for DTC, indicating an adverse impact on performance.

The Support Vector Classifier (SVC) has exceptional consistency, attaining a consistent average accuracy of 0.767241 across
all feature selection methods. The fact that SVC exhibits invariance and zero variance indicates that it is resilient and not influenced
by the chosen feature selection method. It consistently performs well regardless of the specific characteristics that are selected.

The ANOVA approach yields the highest average accuracy of 0.801724 for the Multi-Layer Perceptron (MLP). The approach
exhibits a low variance of 0.000149, indicating consistent and dependable performance. The gain in accuracy is substantial, with
a considerable improvement of 0.017241, equal to a 2.197800% increase. The observed pattern suggests that MLP leverages the
ANOVA method’s ability to efficiently analyze variations in features, leading to improved model performance. Linear Discriminant
Analysis (LDA) exhibits consistent performance across various feature selection approaches, with minimal fluctuation. The Regular
and Univariate techniques both achieve the highest average accuracy, which is measured at 0.741379. The variance is insignificant,
especially for the Regular approach, which has a variance of 0.000019. The improvement % for LDA remains at zero, suggesting
that feature selection approaches have no meaningful impact on its performance. The consistency observed indicates that LDA is
highly resilient in settings where the characteristics follow a normal distribution. The observed consistency in MLP performance
suggests that certain machine learning algorithms may be inherently more resilient to variations in feature selection. This resilience
underscores the stability and reliability of MLP models in the context of liver disease prediction, regardless of the specific feature
subset used for training search optimization, as shown in Table 4.
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Table 4. Validation Accuracy Statistics

♯ Model Average Variance(10−6) Improvement Improvement(%)
Random Forest Classifier 72.413 347 0.862 1.176
Decision Tree Classifier 68.103 1387 -1.724 -2.409
Support Vector Classifier 76.724 0 0 0

Multi
78.448 149 1.724 21.978

Layer Perceptron
Linear Discriminant Analysis 73.922 19 0 0

3.4. Discussion and Analysis

This section will analyze the outcomes of our research and provide the findings. We aim to provide insights into the efficiency
of various feature selection approaches combined with machine learning models for predicting liver disease through a thorough
analysis and interpretation. The analysis revealed instances where the implementation of feature selection did not uniformly enhance
model performance. While some models demonstrated notable improvements with feature selection, others exhibited marginal or
negligible changes in accuracy compared to the regular model.

The Regular feature which commonly entails utilizing all accessible features without any filtering, shows diverse performance
among models. The Regular approach for DFC yielded a notably high average accuracy of 0.732759, suggesting that DFC is capable
of effectively managing a bigger feature collection. Similarly, in the case of DTC, the Regular approach exhibited the highest level
of accuracy, measuring at 0.715517. Nevertheless, the Regular technique did not demonstrate any notable superiority over other
methods, such as SVC, MLP, and LDA. The accuracies of these models were quite similar. This implies that although Regular
feature selection may be effective for certain models, it does not constantly provide optimal performance and can result in overfitting
in more intricate models [43].

The ANOVA feature selection approach, which assesses the statistical significance of each feature, demonstrated significant
advantages for specific models. The MLP model achieved the maximum accuracy of 0.801724 using ANOVA, with a low variance
of 0.000149. This suggests that ANOVA is well-suited for handling feature interactions and variation. Study [44, 45] emphasized
that ANOVA can enhance the learning process in neural networks by optimizing feature input. However, ANOVA did not yield
satisfactory results for models such as DFC and DTC, as their average accuracies were both 0.698276. This implies that whereas
ANOVA can be quite useful for models such as MLP, its advantages may not be universally applicable to other classification models.

The Univariate feature selection strategy, which chooses features based on their unique statistical importance, demonstrated
great efficacy across various models. The DFC model attained its peak average accuracy of 0.741379 using the Univariate approach
while exhibiting a minimal variance of 0.000347. This finding is consistent with the research conducted by [46, 47], which highlighted
the efficacy and efficiency of Univariate selection in enhancing model performance by eliminating irrelevant features. The LDA
algorithm has consistently demonstrated excellent performance when used in conjunction with the Univariate approach, achieving an
accuracy of 0.741379. This result indicates that LDA is highly resilient to variations in feature selection. However, in the case of DTC,
the Univariate technique did not produce the maximum level of accuracy, indicating that this strategy may be more advantageous for
models that are less susceptible to overfitting.

The Model-Based feature selection strategy, which chooses features based on their impact on a particular model, yielded
inconsistent outcomes. The DFC approach achieved an accuracy of 0.724138, which was surpassed by the Univariate method.
The Model-Based technique had a substantial negative impact on the performance of DTC, resulting in an average accuracy of
0.629310, which was the lowest among all methods. Additionally, it had the highest variance of 0.001387. This discovery aligns
with the findings [48] who observed that the utilization of model-based selection has the potential for higher accuracy than some
other embedding methods. The Model-Based technique could not provide any notable advantages or disadvantages for models such
as SVC, MLP, and LDA. This implies that its effectiveness may vary depending on the specific model being used.

The observed disparities in performance across different feature selection methods underscore the importance of tailoring
selection approaches to the specific characteristics of the dataset and the requirements of the predictive task. Poor selection of feature
selection techniques can result in the selection of poor feature subsets, which can hurt the overall performance of the classifier
models [49]. Increasing the utilization and enhancement of feature selection methods in disease datasets is crucial, as it significantly
contributes to the precise classification of diseases [50].
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3.5. Limitations and Considerations
While this study offers valuable insights into the impact of different feature selection methods on the performance of machine

learning models for liver disease prediction, several limitations and considerations warrant acknowledgment. Firstly, the gener-
alizability of the findings may be constrained by the specific characteristics of the dataset used in this study. The dataset’s size,
composition, and representativeness of the target population could influence the observed performance of feature selection methods
and machine learning models. Therefore, caution should be exercised when extrapolating the results to broader clinical contexts or
diverse patient populations.

Secondly, the evaluation of feature selection methods and machine learning models relied primarily on validation accuracy as
the performance metric. While validation accuracy provides a straightforward measure of predictive performance, it may not capture
nuances such as model interpretability, sensitivity to class imbalance, or generalization to unseen data. Future studies should consider
incorporating additional performance metrics to provide a more comprehensive assessment of model effectiveness. Exploring the
underlying mechanisms that drive these variations and identifying strategies for optimizing model performance across diverse clinical
settings will also be valuable.

Furthermore, the choice of feature selection methods and machine learning algorithms in this study represents only a subset of
the available techniques. Alternative approaches, such as recursive feature elimination, ensemble methods, or deep learning archi-
tectures, could yield different results and deserve further exploration. Incorporating more sophisticated feature selection techniques,
such as embedded methods and hybrid approaches, could provide further insights into optimizing model performance.

Additionally, the study’s focus on predictive performance may overlook other important considerations, such as computational
efficiency, scalability, and clinical interpretability. Future research should strive to balance predictive accuracy with these practical
considerations to facilitate the real-world application of predictive models in clinical settings. Lastly, while efforts were made to
mitigate biases and confounding factors in the analysis, the potential for residual biases or unaccounted variables cannot be entirely
ruled out. Sensitivity analyses and robustness checks could provide additional insights into the stability of the findings and the
robustness of the conclusions. Longitudinal studies that evaluate the impact of feature selection over time, considering model updates
and changes in data patterns, would also be valuable.

4. CONCLUSION
This study demonstrates that feature selection methods have a significant impact on the performance of classification models

in predicting liver disease. The Univariate and ANOVA methods proved most effective, particularly for DFC and MLP, respectively,
by enhancing accuracy and maintaining low variance. While the Regular method showed variable effectiveness, the Model-Based
method was found to introduce noise and overfitting in certain models, such as DTC. These findings underscore the importance
of selecting suitable feature selection techniques that are tailored to the specific model and dataset, providing valuable insights for
enhancing predictive performance in medical data analysis.

Moving forward, several avenues for future research warrant exploration. Firstly, further investigation is needed to understand
the underlying mechanisms driving the observed variations in model performance across different feature selection methods. Addi-
tionally, incorporating performance metrics such as interpretability and computational efficiency could provide a more comprehensive
assessment of model effectiveness.
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