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ABSTRACT

Accurate classification of aromatic rice types is crucial for maintaining quality and meeting consumer
preferences. The purpose of this study is to classify Mentik Wangi, Pandan Wangi, and C4 rice based
on their volatile content using e-nose. C4 rice, as a popular non-aromatic variety, was included as a
comparison for sensor response analysis. The research method involved preprocessing the e-nose
gas sensor readings, including feature extraction, baseline manipulation, and missing value checking,
to ensure data quality. The classification was performed using Random Forest, Support Vector Ma-
chine, and Passive-Aggressive methods. The results showed that the Random Forest model achieved
the highest accuracy of 97%, followed by the Support Vector Machine at 95% and Passive Aggressive
at 90%. The model evaluation utilized a Confusion Matrix and Receiver Operating Characteristics,
which confirmed that Random Forest was the best-performing model. This study concludes that
e-nose-based classification effectively differentiates between aromatic rice types, providing signifi-
cant potential for objective and efficient quality assessment and offering valuable insights for further
research in areas such as food technology, agricultural science, and chemical analysis.
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1. INTRODUCTION

Rice aroma is an important indicator of quality that affects consumer preferences and market prices. Aromatic rice, with its
coveted distinctive aroma, is valued higher than non-aromatic rice [1]. This unique aroma comes from volatile compounds, mainly
2-acetyl-1-pyrroline (2AP), which are formed during rice growth and influenced by environmental factors such as soil composition
and sun exposure [1, 2].

Some previous studies that are in line with this research are conventional methods for assessing rice aroma, such as human
sensory panels, which are subject to subjectivity limitations and are less efficient for large-scale analysis [3]. Therefore, an objective
and fast method for rice aroma classification is required. Electronic nose (e-nose) technology offers a promising solution for this
purpose [4]. The e-nose, with its sensors sensitive to various volatile compounds, can ”smell” the aroma of rice and generate
quantitative data that can be further analyzed. This research focuses on the classification of three types of aromatic rice-Mentik
Wangi, Pandan Wangi (Sedap Wangi), and C4 rice-using e-nose. Mentik Wangi and Pandan Wangi are known as premium aromatic
rice varieties in Indonesia. In contrast, C4 rice, although not an aromatic variety, is included as a comparison to evaluate the ability
of e-nose to distinguish aromas. This study aims to (1) explore the potential of e-nose in distinguishing the aroma of the three types
of rice [5], (2) apply differential feature extraction and feature selection methods to optimize e-nose data [6], and (3) compare the
performance of three classification models (Random Forest, Support Vector Machine, and Passive Aggressive) to identify the best
model for classifying aromatic rice.

Previous research has utilized e-noses for rice quality classification [7]. However, most of these studies are limited to raw
data analysis or rely on simple feature extraction methods such as Principal Component Analysis (PCA) [8, 9], which are often
suboptimal in capturing the complexity of aromatic rice volatile data. In contrast to these approaches, this research goes a step further
by integrating more advanced machine-learning classification methods [10], such as Random Forest and Support Vector Machines,
which are known to excel at handling non-linear and high-dimensional data. The novelty of this study lies in the comprehensive
comparison of three different classification models, Forest, Support Vector Machine, and Passive-Aggressive-specifically, to identify
the most accurate and efficient model in aromatic rice classification. This approach allows us to evaluate the performance of each
model in depth and determine the best model that can be applied objectively and efficiently in aromatic rice quality assessment.

This research aims to classify the aroma of aromatic rice using e-nose and machine learning. Adopting data acquisition
techniques from previous research [11], the results showed that Random Forest achieved the best accuracy, outperforming other
models. In conclusion, e-nose and Random Forest are effective in distinguishing aromatic rice types. This research contributes
to agricultural technology with a more accurate and efficient classification of rice aroma. The implication is that this method can
improve the quality of aromatic rice for farmers, producers, and certification bodies and provide insights for the development of
e-nose in other agricultural fields.

2. RESEARCH METHOD

2.1. Research Materials

The materials used in this study consisted of three types of rice, namely Mentik Wangi, Pandan Wangi (Sedap Wangi), and
C4, as shown in Table 1. Raw data from the electronic nose (e-nose) was obtained for each type of rice. An e-nose with 9 sensors
was used to capture rice aroma readings in mV for 70 seconds, with an acquisition frequency of 10 Hz (every 0.1 seconds). Each
data point is labeled according to the type of rice, i.e., Mentik Wangi (M), Pandan Wangi (Sedap Wangi) (S), or C4 (C). The dataset
consists of 300 CSV files, with each file representing one measurement. The data then underwent preprocessing, including baseline
manipulation using the differential method and feature extraction using the average value of the sensor readings. The preprocessed
data is split into training data (80%) and testing data (20%). The training data is used to train the classification models Random
Forest, Support Vector Machine, and Passive Aggressive, enabling the models to classify the test data accurately. The classification
results, including accuracy, precision, and recall, are then evaluated to determine the effectiveness of each model in distinguishing
the types of aromatic rice.

Table 1. Proportion and Type of Research Sample

No Types of Aromatic Rice Symbol Quantity
1 Mentik Wangi Rice M 20 sample @25 gram
2 Pandan Wangi Rice (Sedap Wangi) S 20 sample @25 gram
3 C4 Rice C 20 sample @25 gram
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2.2. Research Equipment
In this study, we used the following components. The sample container, made of sealed aluminum glass, serves as a container

for the object to prevent the object’s scent from spreading. The e-nose system consists of 9 types of gas sensors to detect the object’s
scent, along with the air suction and exhaust system inside. The laptop is used to store the data from the sensor readings and process
the data to classify the types of rice. All these components are connected, as shown in Figure 1. A tube is attached to the lid of the
aluminum container, which is connected to the airflow channel of the e-nose, with two other channels on the e-nose for exhaust and
clean air as references. The e-nose sends data to the laptop through a connected USB cable.

Figure 1. Research equipment

The electronic nose used in this study is arranged with a sensor array containing several sensors. The sensors used include
MQ3, MQ9, MQ135, TGS822, TGS2600, TGS2611. The reading data of rice aroma by these sensors, after being obtained, will
then be processed using a feature from Google, namely Google Colab. Metal oxide semiconductor (MOS) sensors have different
sensitivities to certain gases [12] as described in Table 2.

Table 2. Sensors Spesification

No Sensors Detected object
1 MQ-3 Alcohol and benzena
2 MQ-9 Carbon monoxide (CO), LPG (propane and butane) methane
3 MQ-135 Ammonia (NH3), nitrous oxide (NOx), benzena, alcohol
4 MQ-137 Ammonia
5 TGS-813 Carbon monoxide, ethanol, propane, butane, methane, and other combustible gases
6 TGS-822 Ethanol, benzene, methane, isobutane, carbon monoxide
7 TGS-2600 Carbon monoxide, cigarette smoke, ethanol, hydrogen, isobutane
8 TGS-2602 Volatile Organic Compounds (V OCs), Ammonia (NH3), thanol, and toluene
9 TGS-2611 Methane, ethanol, isobutane, hydrogen

2.3. Research stages
This research consists of several main stages, which include: (1) Sample Preparation, (2) Data acquisition, (3) Data prepro-

cessing, (4) Feature extraction, (5) Data splitting, (6) Classification, and (7) Evaluation. In the sample preparation stage, 25 grams
of rice from each type (Mentik Wangi, Pandan Wangi (Sedap Wangi), and C4) were placed in a glass sample container and heated
for 3 minutes using an aluminum heater. This heating aims to increase the release of volatile compounds from the rice. Furthermore,
at the data acquisition stage, the heated samples were tested using e-nose. The resulting data was stored in Comma Separated Value
(.csv) format. The data preprocessing stage is performed with baseline correction using the differential method to remove noise and
improve the signal. The feature extraction stage is performed to obtain the important features of the rice aroma data. In this study,
the average value of each sensor reading is used as the feature. Then, the data is separated into training data (80%) and testing data
(20%). The training data is used to train classification models (Random Forest, SVM, and Passive Aggressive). The trained model is
then tested using test data to evaluate classification performance. The evaluation is based on accuracy, precision, and recall metrics.

2.4. Data Acquisition
The data acquisition process on the e-nose has three stages. The first stage of flushing serves to get a baseline signal by flowing

clean air to the sensor. Baseline is used as a basic reference signal for taking data. The flushing stage runs in the first 10 seconds.
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Furthermore, the sampling stage directs the sample gas into the chamber or sensor room, allowing the sensor to detect the volatile
object. The sampling stage lasts 15 seconds after the flushing stage. The purging stage stops the gas flow from the sensor chamber to
clean the aroma that is still left in the sensor chamber. This stage is carried out to obtain optimal sampling and recognizable object
aroma patterns. The purging stage is carried out for 45 seconds. The results of the data acquisition will be stored in the system
directory in a file with the type Comma Separated Value (.csv).

2.5. Baseline Manipulation
The sensor’s initial results show a different reading of the detected aroma-this is caused by differences in the sensitivity of each

sensor in reading the sample aroma [12]. The baseline manipulation process can manipulate the sensor’s baseline value to all zero
values. This research uses differential baseline manipulation by reducing the maximum voltage value obtained by the sensor with the
minimum voltage value of the sensor, as in Equation 1.

Vdiff = Vmax − Vmin (1)

2.6. Feature Extraction
Feature extraction is the process of mapping original features to new features to produce better classification. The characteris-

tics of the sensor response used in e-nose can be obtained by extracting sensor response information in the form of different patterns
[13]. The statistical feature mean or average is used in this research. This feature refers to the average value of each column or each
feature of the dataset. The mean value can estimate the value of the whole data [14].

2.7. Classification Models
The classification methods used are random forest, passive-aggressive, and support vector classifier. The classification process

is carried out using all the collected data. It begins with an input dataset of 300 CSV files, which will be in the process of differential
baseline manipulation and mean feature extraction. The result of feature extraction data is one CSV file. Will be split into training
data (80%) and testing data (20%) [15]. Train data is used to train the classification method model so that it can hit test data and
classify correctly. After that, testing the classification model with test data (test data) [16]. Based on this process, the classification
results will be obtained in the form of accuracy, precision, and recall values for further analysis and evaluation. The first classification
model is a Random Forest with a flowchart, as in Figure 2.

Figure 2. Flowchart random forest
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The Random Forest model starts with the process of tuning the best Random Forest parameters against the research data and
then creating a Decision Tree model and selecting a random subset of the training data. The Decision Tree continues the next process;
the results of the process will be selected whether the node has a tree depth that has been fulfilled and the node has produced the
smallest gini index value [17]. If not, it will be processed on the Decision Tree to find the next separator node, and if it has been
fulfilled, the model prediction error value will be calculated, and the Random Forest process is complete.

Random Forest uses the Gini index as a separation criterion to create a decision tree in a random forest. This Gini value
represents the value of data impurity at each node on the decision tree. If the Gini value is low, it means that the node is mutni or
most of the data at the node belongs to one class. The pi value is the probability of a row in the dataset belonging to class ci as in
Equation 2. Each data will go through the split data process so that the data will be D1 and D2.

Gini(D) = 1−
m∑
i=1

pi2 (2)

The optimal node separation criterion is obtained by solving the minimum Gini value in indexA (D) at each node. Then,
the classification row of k decision trees will be obtained, and the predicted value of random forest using the most votes [18]. The
second classification model used in this research is the Support Vector Machine (SVM). This classification model is widely used for
regression and pattern classification problems [19]. Flowchart Figure 3. describes the classification workflow using a support vector
machine, which starts with the process of tuning the best parameters of the support vector machine classification model then the raw
data set or dataset is inputted to the system 19. Then based on the results of the best tuning parameters obtained, it will be processed
to find the location of the data closest to the hyperplane and will calculate the margin between one sample data and other types of
sample data. Training data is used for the classification process using a support vector machine.

K(xi, x) = (γ(xT
i x) + r)p (3)

In the parameter tuning process carried out, the best kernel type for this research data is the polynomial kernel type. The
formula for the polynomial kernel type is shown in Equation 3. Kernel is a mathematical equation that projects data into a new
feature space, and the data can be linearly separated using a hyperline. Polynomial Kernel works for cases that have non-linear data
but still have certain patterns, such as circular patterns [20]. If the polynomial kernel has a polynomial level that is too low, it will
cause the kernel to be unable to map the data to higher features. The classification model supports vector Machines with a flowchart,
as shown in Figure 3.

Figure 3. Flowchart support vector machine
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Figure 4. Flowchart passive aggressive

Passive Aggressive is the last classification model used in this research. Passive aggressive is a machine learning algorithm
with an algorithm model that will be passive when the prediction is correct and will maintain the model[21]. Conversely, this model
will be aggressive when the prediction is incorrect and will continue to make adjustments to produce the correct prediction. This
type of model does not converge in contrast to other models. The passive aggressive model will increase its accuracy when there is a
prediction error that continues to be corrected [22].

w̄t+1 = w̄t +
max(0.1− yt(x̃t))

||xt||2 +
1

2C

ytx̄t (4)

Equation 4 describes how the model weights are updated every iteration based on the prediction results and the actual labels
[23]. The components required in the calculation process are w

w (t+ 1), the model weight vector value at iteration t+ 1, x, the input
feature vector value at iteration t, C, the regulation parameter value, and y, the class label.

Based on Figure 4, the process starts with finding the best parameters in PA and then predicting data using dataset reading
as raw data and splitting data to divide test data and training data. For training data, the ypredPA data prediction will be read, and
then the prediction will be selected to determine whether it is correct. If not, the data will enter the aggressive process, where model
changes will be made that will improve the model and will be checked again to determine whether the prediction is correct. If the
prediction is correct, the model will enter the Passive process using the testing data, which will maintain the model and not make any
changes. Next, the model accuracy value will be displayed and evaluated whether the model has worked well.

2.8. Evaluation
The process of evaluating the performance of the classification model in this study was carried out using two methods, namely,

confusion matrix and receiver operating characteristic. Confusion matrix (CM) is often used in machine learning projects to see the
performance of classification models in recognizing test data and sample data. Confusion Matrix provides detailed information about
the errors made by the model and simplifies the process of analyzing model performance.

Another performance evaluation model is the receiver operating characteristic. Receiver Operating Characteristic (ROC) is a
machine learning operation that serves to evaluate the performance of classification models in binary and multiclass cases [22]. The
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curve generated in the receiver operating characteristic process represents the performance of the classification model in distinguish-
ing between object classes. The receiver operating characteristic curve connects coordinate points using ”1-specificity” (false positive
rate) as the x-axis and ”sensitivity” as the y-axis for all boundary values measured from the test results.

3. RESULT AND ANALYSIS
3.1. Baseline Manipulation

The sensor readings in the previous process will be processed using baseline manipulation to correct the initial baseline of the
sensor response [12], where the entire sensor’s initial reading value is in a different range. The differential baseline manipulation
used in this study restores the initial signal of the sensor response or equalizes the base point of each metal oxide sensor [24]. The
differential method used in this study uses Equation 1.

Based on Figure 5, the baseline manipulation results represent a large sample of Mentik Wangi. The results of baseline
manipulation show that the initial values of the nine sensors are the same relative to zero, showing a response pattern that can be
identified. Each sample will be subjected to a baseline manipulation process so that the reading scale on the sensor response graph
matches the reading value of each type of rice.

Figure 5. Baseline manipulation mentik wangi

3.2. Feature Extraction Result
Based on Figure 6, it can be seen that C4 rice has the highest value on the TGS-2602 sensor of 1500mV where this sensor

has high sensitivity to detect Volatile Organic Compound (VOC) which is a volatile organic compound [25]. Mentik rice has a high
value on the TGS-2602 sensor because this rice contains 2-acetyl-1-pyrroline (2AP), which forms a fragrant aroma typical of Mentik
Wangi rice; this content is included in VOC. In addition, Mentik Wangi is superior to the MQ-3 sensor, which functions to detect
alcohol, which means that in the C4 used as this object, there is contamination or undergoes a fermentation process. Finally, C4 rice
excels at the TGS-813 sensor which is a sensor for organic compounds containing nitrogen in the form of proteins and amino acids
which can be detected on this sensor.

Figure 6. Baseline manipulation mentik wangi
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3.3. Classification Model Results
The results of feature selection obtained the best mean feature for the classification process of this research. The data extracted

from the mean feature is used as classification data in the classification model. This mean data is processed with each classification
model used, resulting in individual readings from each model. Each model aims to classify the types of rice according to the sensor
readings received, with each method pattern. The results of each classification model include accuracy, precision, recall, and F1-Score
values, as shown in Table 3.

Table 3. Comparison of Three Model Results

Model Acuration Presisi Recall F1-Score
RF 96.67% 96.75% 96.67% 96.67%

SVM 95.00% 94.99% 95.00% 94.96%
PA 90.00% 90.32% 90.00% 89.88%

Based on the results of the three classification models above, the random forest model is the most superior model with the
highest overall value. The high accuracy value indicates that the model can accurately predict both positive and negative values.
A high precision value means that the classification model correctly predicts many positive values from the total positive values
available. Meanwhile, a high recall or sensitivity means that the model can classify new data well.

The next process is the evaluation of the classification model to determine the performance of the model [26]. The first model
evaluation uses the following confusion matrix results from three classification models. The selection of classification methods
used, including Random Forest, Support Vector Machine, and Passive Aggressive, does not have a comparison with previous studies
involving aromatic rice as the subject, as there are no prior studies related to this topic. Previous research using rice as the subject
employed the PCA method to classify aromatic and non-aromatic rice, which is less relevant to this study. The researchers chose
Random Forest, Support Vector Machine, and Passive Aggressive methods because these methods feature robust algorithms and are
better suited for classifying aromatic rice, which exhibits significant similarities between types. These methods have proven to yield
high accuracy in classifying aromatic rice types.

The results of Figure 7 show that the Y-axis column represents the actual data that the random forest model has carried out,
while the X-axis represents the predicted data or original data that is input to the classification process. Based on the confusion
matrix, the Random Forest model classified 60 test samples of aromatic rice into three categories: C4, Mentik Wangi, and Pandan
Wangi. The model predicted 58 out of 60 samples correctly, resulting in a total accuracy of 96.67%. The number of samples that are
true positive includes C4 rice. There are 19 data, Mentik Wangi as much as 19 data, and Pandan Wangi as much as 20 data. The total
false positive value is zero from C and S (0 + 0), the false negative value is 1 from the result of C(1 + 0), and the true negative is 40
from M and S (19 + 1 + 0 + 20).

The last evaluation model used, the Receiver Operating Characteristic of random forest, is shown in Figure 8, which is a
probability curve that shows how well the model classifies samples. The Area Under the Curve (AUC) value shows the performance
value of the model in the classification of each class [25]. The best area under the curve value in class S shows that the random forest
model has no classification prediction error in class S (fragrant savory). As for the other two classes, there is a slight error shown by
the area under the curve value below class S.

Figure 7. Confusion matrix random forest
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Figure 8. Receiver operating characteristic random forest

The confusion matrix of the support vector machine model is shown in Figure 9. The total data in the confusion matrix is 60,
which is the value of the entire sample testing data. There are a total of 57 data in the true positive and true negative categories,
namely 39 amounts of data predicted by the support vector machine. The number of each sample that is true positive includes C4
rice; there are 18 data, while the true negative is Mentik Wangi, as much as 19 data, and Pandan Wangi, as much as 20 data. The total
false negative value is one from C (1 + 0), and the false positive value is one from the results of M and S (1 + 0).

From Figure 10, the result is obtained. Class S has the highest area under the curve value so that the support vector machine
model can classify it very well. Class C has the second highest value; there is a classification error in that class. While class M has the
smallest area under the curve value in this model, the support vector machine model produces the most misclassification of positive
and negative samples in class M, characterized by the M graph having the largest number of serrations.

Figure 9. Confusion matrix support vector machine

Figure 10. Receiver Operating Characteristic SVM
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The last classification model, passive aggression, evaluated its performance in the classification process of each class. The
confusion matrix of the passive-aggressive model is shown in Figure 11. The passive-aggressive model has a total true positive value
of 17 data in class C, true negative, with 19+1 data in class M and 19 data in class S. In class, there are four False Positive values.
Further evaluation using receiver operating characteristics was also carried out using the passive-aggressive model.

Figure 12 shows all the serrations, which means that the entire sample has misclassified the positive class or negative class.
The largest area under the curve value of 0.98 is owned by class S, which is successfully classified best by the passive-aggressive
model. Even though it has a marked misclassification, there are serrations on the S curve. The smallest area under the curve value is
owned by class C, characterized by many serrations on the curve and a value of 0.92, where there is the most misclassification in this
class. The smaller the area under the curve, the smaller the area under the curve value each class has and the lower the performance
of the Passive Aggressive model in classification.

Figure 11. Confusion matrix passive aggressive

Figure 12. Receiver operating characteristic passive aggressive

The accuracy results of the Random Forest model reached 97%, Support Vector Machine achieved 95%, and Passive Aggressive
reached 90%. Thus, it can be concluded that the Random Forest model is the best model. Additionally, validation of the comparison
results was performed using the Receiver Operating Characteristic (ROC) to display the AUC probability curve, which represents
the measure of separability and how well the model distinguishes between classes. The research on the classification of aromatic
rice types using an electronic nose instrument and the application of machine learning has been optimally utilized in various research
fields and rice production processes.

In the previous study by Aimi Aznan et al., 2022, [8] which aimed to recognize the quality of 17 types of rice using an electronic
nose and machine learning with Artificial Neural Network (ANN) pattern recognition, the research resulted in the classification of
rice types based on aroma, color, and texture as classification targets. Seven types of gas sensors were used. Based on two ANN
models, the Bayesian regularization with 7 neurons achieved an accuracy of 95%, and the other model, Bayesian regularization with
10 neurons, also achieved an accuracy of 95%. Building on the research above, I have developed a new study for classifying aromatic
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rice types based solely on aroma, not related to other factors such as texture or color, using 9 types of gas sensors to capture more
gas types and further improve the accuracy. The classification process in this study used three machine learning methods: Random
Forest, Support Vector Machine, and Passive Aggressive. The accuracy results obtained from these classification models are superior
at 97%, compared to the previous study, and they generate a Receiver Operating Characteristic (ROC) graph that is closer to the true
positive value, indicating a higher sensitivity of the model in the classification process.

4. CONCLUSION
This study evaluated the performance of several classification methods in identifying aromatic rice types and found that Ran-

dom Forest significantly outperformed the other methods. This superiority is shown by higher accuracy, precision, and recall values,
as well as the lowest prediction error based on confusion matrix analysis. Validation using Receiver Operating Characteristic (ROC)
curves resulted in near-ideal curves (1:1), confirming the ability of the Random Forest model to predict sample classes accurately.
These findings recommend Random Forest as an effective method for aromatic rice type classification.
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