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ABSTRACT

This study aims to improve sentiment analysis accuracy and address overfitting challenges in deep
learning models by developing a hybrid model based on Convolutional Neural Networks and Long
Short-Term Memory Networks. The research methodology involved multiple stages, starting with
preprocessing a dataset of 5,456 rows. This process included removing duplicate data, empty en-
tries, and neutral sentiments, resulting in 2,685 usable rows. Data augmentation expanded the training
dataset from 2,148 to 10,740 samples to overcome data quantity limitations. Data transformation
was carried out using tokenization, padding, and embedding techniques, leveraging Word2Vec and
GloVe to produce numerical representations of textual data. The hybrid model demonstrated strong
performance, achieving a training accuracy of 99.51%, validation accuracy of 99.25%, and testing
accuracy of 87.34%, with a loss value of 0.56. Evaluation metrics showed precision, recall, and F1-
Score values of 86%, 87%, and 86%, respectively. The hybrid model outperformed individual models,
including Convolutional Neural Networks (70% accuracy) and Long Short-Term Memory Networks
(81% accuracy). It also surpassed other hybrid models, such as the multiscale Convolutional Neural
Network-Long Short-Term Memory Network, which achieved a maximum accuracy of 89.25%. The
implications of this study demonstrate that the hybrid model based on Convolutional Neural Networks
and Long Short-Term Memory Networks effectively improves sentiment analysis accuracy while re-
ducing the risk of overfitting, particularly in small or imbalanced datasets. Future research is recom-
mended to enhance data quality, adopt more advanced embedding techniques, and optimize model
configurations to achieve better performance.
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1. INTRODUCTION
Sentiment analysis represents a pivotal domain within natural language processing (NLP), with its applications extending

across diverse fields, including customer feedback evaluation, social media sentiment tracking, and strategic business decision-
making [1]. However, deep learning models, such as convolutional neural networks (CNNs) and Long Short-Term Memory (LSTM)
networks, frequently encounter the issue of overfitting, particularly when dealing with limited or imbalanced datasets. Overfitting
reduces a model’s generalization capability, hindering its adoption in practical environments [2–4].

A key challenge in sentiment analysis is ensuring the model can effectively generalize to previously unseen data [2]. Although
CNNs and LSTMs possess exceptional capabilities in capturing complex patterns in data [5], they often result in overfitted models
owing to their large parameter capacity [6, 7]. To address this challenge, a hybrid CNN-LSTM approach was introduced, leveraging
the complementary strengths of CNNs for spatial feature extraction and LSTM for temporal sequence analysis.

Various approaches have been proposed to mitigate overfitting in sentiment analysis, including regularization, data augmenta-
tion, and transfer learning [8]. Recent studies have shown that the combination of CNN-LSTM outperforms single models, leveraging
the complementary capabilities of both architectures [3, 4]. Although both [3] and [4] utilize hybrid CNN-LSTM models; they dif-
fer significantly in their methodologies and focus areas. [3] proposes a hybrid CNN-LSTM approach focusing on multilingual and
multimodal sentiment analysis, employing datasets including text, images, and audio, and incorporating transfer learning techniques
to enhance model generalization on small datasets. In contrast, [4] introduced a hybrid IChOA-CNN-LSTM model that integrates
the Improved Chicken Swarm Optimization Algorithm (IChOA) with CNN-LSTM, focusing on social-media emotion recognition
and utilizing datasets rich in emotional and linguistic diversity. These differences highlight the versatility of hybrid CNN-LSTM
models in addressing various challenges in sentiment analysis. However, further research is required to optimize this combination,
particularly in the context of overfitting mitigation.

The significance of text sentiment analysis has grown exponentially with the proliferation of social media platforms [9, 7].
Historically, lexicon-based techniques and traditional machine learning algorithms, including Naive Bayes and Support Vector Ma-
chines (SVM), have been the predominant methods employed in this domain [10, 11]. However, deep-learning-based approaches
have gained widespread attention due to their higher accuracy with the increasing complexity of textual data. CNN and LSTM are
two architectures that are widely adopted in text classification and sentiment analysis [12, 2]. Recently, hybrid approaches combining
these two architectures have been applied to handle more complex sentiment analysis tasks [13, 1].

Several prior studies have demonstrated the success of hybrid CNN-LSTM approaches across various datasets. For instance,
[14] achieved an accuracy of 87.2%, whereas [15] achieved 89.25% accuracy using MSCNN-LSTM. However, there remains a gap in
the literature regarding overfitting mitigation in hybrid models, as most studies focus on the overall performance without addressing
the direct impact of mitigation strategies on model generalization. Unlike previous studies that primarily focused on improving the
overall accuracy of hybrid CNN-LSTM models, this research emphasizes developing and evaluating strategies specifically designed
to mitigate overfitting and enhance generalization. While prior studies, such as [14] and [15], have demonstrated the effectiveness of
hybrid models in achieving high accuracy, they have not systematically investigated the impact of overfitting mitigation techniques,
such as dropout, batch normalization, and data augmentation, on model performance. This study addresses this gap by proposing a
novel hybrid CNN-LSTM model that optimizes generalization and integrates advanced preprocessing, feature extraction, and layer
configuration techniques.

The novelty of this research lies in its comprehensive approach to overfitting mitigation, which combines multiple strategies,
such as dropout layers, batch normalization, and data augmentation, within a single hybrid model. In addition, this study introduces
preprocessing innovations, including removing punctuation, duplicates, neutral sentiments, and short text, as well as using Word2Vec
and GloVe embeddings for feature extraction. These contributions distinguish this study from previous studies and provide a more
robust framework for sentiment analysis.

This study aims to develop a hybrid CNN-LSTM model with innovations in preprocessing, feature extraction, and model
layer configuration. Preprocessing includes cleaning data from punctuation, duplicates, neutral sentiments, and short text. Feature
extraction employs data augmentation techniques and embeddings based on Word2vec and GloVe. The model layer configuration
included embedding, dropout, CNN, max-pooling, LSTM, and dense layers optimized for improved generalization.

The central aim of this research is to identify and assess effective strategies for mitigating overfitting in the hybrid CNN-
LSTM model while simultaneously improving its ability to generalize to new data. The combination of strategies, such as dropout,
batch normalization, and data augmentation, is expected to yield a sentiment analysis model with better generalization compared to
individual models or hybrid models without these strategies. Applying overfitting mitigation strategies in the hybrid CNN-LSTM
model will improve sentiment analysis performance, particularly in addressing overfitting and enhancing generalization on unseen
data. The findings of this study are expected to have significant implications for the field of sentiment analysis, particularly in practical
applications where generalization to unseen data is critical. By demonstrating the effectiveness of overfitting mitigation strategies in
hybrid CNN-LSTM models, this study provides a foundation for developing more reliable and adaptable sentiment analysis systems.
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These systems can be applied in real-world scenarios such as social media monitoring, customer feedback analysis, and business
decision-making, where accurate and generalizable models are essential.

2. RESEARCH METHOD
This research seeks to mitigate overfitting in text-based sentiment analysis by creating a hybrid model that integrates archi-

tectures of convolutional neural networks (CNN) and Long Short-Term Memory (LSTM) synergistically. The model is engineered
to harness the distinct advantages of each architecture: the CNN’s proficiency in extracting spatial features, including local text pat-
terns, and the LSTM’s strength in modeling intricate temporal sequences. This research methodology includes dataset selection, data
preprocessing, sentiment labeling, feature extraction, development of the hybrid CNN-LSTM model, and evaluation and analysis of
results.

The dataset used in this study was sourced from the WhatsApp group ”Forum DTC Riau,” an online community consisting
of 134 Daihatsu Taruna car owners in the Riau region. This dataset was chosen because of its unique characteristics, which include
informal language, emoji usage, and local context, which are relevant for sentiment analysis. The conversation data were collected
from March 16, 2023, to July 15, 2023, using an OPPO A15 device with Android 10 as the operating system.

The collected data consisted of unstructured text, including text messages, emojis, URLs, timestamp metadata, and encrypted
message information. Pre-processing was performed to cleanse and standardize the data before analysis [1, 16]. This process included
data extraction, where text data were separated from metadata such as timestamps, senders, and URLs using regular expressions, and
translating text messages from Indonesian to English using the Google Translator API to facilitate sentiment analysis.

Irrelevant elements, such as punctuation, special characters, and emojis, were removed to improve data quality, and words
in the text were lemmatized to their base forms to ensure consistency and enhance the model’s generalization capability. Case
folding was not performed because the Word2Vec and GloVe embeddings used in this study automatically handled case sensitivity,
treating uppercase and lowercase words as the same entity. Additionally, stopword removal was intentionally omitted because of the
informal nature of the WhatsApp dataset, which contains abbreviations, slang, and emojis that are crucial for sentiment analysis in
conversational contexts. Removing stopwords can result in losing important contextual information, thereby reducing the model’s
accuracy. Messages with neutral sentiments were removed to focus on analyzing positive and negative sentiments. Sentiment labeling
was performed to classify the data into three categories: positive, neutral, and negative [17, 18]. The translated text messages
were analyzed using the nltk.sentiment.vader module to generate sentiment scores based on the compound score. The data were
subsequently categorized according to the compound score thresholds: positive (compound score ≥ 0.05), negative (compound score
≤ -0.05), and neutral (compound score ranging between -0.05 and 0.05).

The labeled dataset was saved in CSV format with the filename ”DTCRiau sentimen.csv” for use in the subsequent stages.
Feature extraction involves converting textual data into a numerical format, enabling it to be effectively processed by a machine
learning model [19, 11]. This process included tokenization, where text was split into individual tokens using the Keras tokenization.
Padding was employed to standardize the token length to align with the model’s input requirements, with a maximum text length of
300 tokens. Text was represented as a numerical vector using word embedding methods, specifically Word2Vec or GloVe, to capture
the semantic meanings of words.

To address the issue of imbalanced data, where the number of negative sentiment samples significantly outweighed the positive
ones, we employed data augmentation techniques rather than oversampling methods, such as SMOTE or ADASYN. Data augmen-
tation was selected because it is more suitable for textual data, allowing us to synthetically increase the number of samples without
altering the original data distribution. Unlike SMOTE and ADASYN, which are primarily designed for numerical data and require
additional transformations for text, data augmentation preserves the contextual integrity of text, making it more effective for senti-
ment analysis tasks. By generating synthetic data, we were able to expand the training dataset from 2,148 to 10,740 samples, thereby
improving the ability of the model to generalize without introducing artifacts that could arise from oversampling techniques.

2.1. Proposed Model
The hybrid CNN-LSTM model was designed to address overfitting in text-based sentiment analysis [20, 21]. The model

architecture, as illustrated in Figure 1 and Table 1, consists of several key layers. The model starts with an embedding layer that
converts text into numerical vectors with an output dimension of (None, 100, 200), where 100 is the maximum token length, and 200
is the embedding vector dimension. This layer has a total of 1,672,000 parameters.
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Next, a Dropout layer with a rate of 0.5 was incorporated to mitigate overfitting during training. The Conv1D layer employs
64 filters with a kernel size of three to extract spatial features from the text, yielding an output shape of (None, 98, 64) and 38,464
parameters. Following this, a Max Pooling layer with a pool size of two was applied to downscale the spatial dimensions, resulting
in an output shape of (None, 49, 64).

Figure 1. The architecture of the hybrid model is proposed in this study

A second dropout layer with a rate of 0.5 was introduced to enhance overfitting mitigation further. The LSTM layer, equipped
with 128 memory units, was employed to analyze temporal patterns within the text sequence, generating an output shape of (None,
128) and a total of 98,816 parameters. The initial dense layer, featuring 128 units and a ReLU activation function, processed the
extracted features, resulting in an output shape of (none, 128) and 16,512 parameters. To further combat overfitting, a third dropout
layer at a rate of 0.5 was integrated.

The concluding layer is a dense layer comprising two units and a softmax activation function, tasked with final classification
into two sentiment categories: positive and negative. This layer delivered an output shape of (None, 2) and encompassed 258
parameters. The model was optimized using the Adam algorithm over 20 epochs. The hyperparameters, including a padding size of
100 tokens, 128 LSTM units, and a dropout rate of 0.5, were meticulously tuned to strike a balance between model performance and
overfitting prevention.

Table 1. Hyperparameters of the Proposed Hybrid Model

Model: ”sequential”
Layer (type) Output Shape Param #
Embedding (None, 100. 200) 1.672.000

Dropout (None, 100. 200) 0
Conv1D (None, 98. 64) 38464

Max pooling (None, 49. 64) 0
Dropout (None, 49.64) 0
LSTM (None, 128) 98816
Dense (None, 128) 16512

Dropout (None, 128) 0
Dense (None, 2) 258

The classification outcomes were summarized using a confusion matrix, which served as the foundation for evaluating the
model’s performance. In addition to accuracy, the evaluation metrics included precision, recall, and F1-Score. These metrics were
benchmarked against prior studies that employed comparable methodologies to determine the effectiveness of the proposed hybrid
Convolutional Neural Networks and Long Short-Term Memory Networks model. The following performance indicators were em-
ployed in this study to assess the model’s efficacy: Accuracy is defined as the ratio of correctly classified samples to the total number
of samples, as shown in Equation 1:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)
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Where TP represents True Positives, TN represents True Negatives, FP represents False Positives, and FN represents False
Negatives. This metric provides a general overview of a model’s performance by measuring the proportion of correct predictions.
Accuracy is particularly useful for evaluating models on balanced datasets where the distribution of classes is relatively even. How-
ever, it may not be as effective for imbalanced datasets because it does not account for the distribution of errors across classes.
Precision is the proportion of accurately identified positive samples out of all samples predicted as positive, as shown in Equation 2.
This was calculated using the following formula:

Precision =
TP

TP + FP
(2)

This metric focuses on the model’s ability to avoid false positives, ensuring that the predicted positive samples are correct.
High precision indicates a low rate of false positives, which is crucial in applications where false alarms are expensive. For example,
in spam detection, high precision ensures that legitimate emails are not incorrectly classified as spam. However, precision alone does
not account for false negatives, which may lead to incomplete evaluation of the model’s performance. Recall is the proportion of
accurately identified positive samples out of all actual positive samples, as shown in Equation 3. It is calculated using the formula:

Recall =
TP

TP + FN
(3)

This metric measures the model’s ability to identify all relevant positive samples, minimizing the number of false negatives.
High recall is essential in scenarios where missing positive cases are undesirable, such as medical diagnoses or fraud detection. How-
ever, high recall may come at the cost of increased false positives, which can be problematic in certain applications. Therefore, recall
should be evaluated with precision to provide a balanced assessment of the model’s performance. The F1-Score is a comprehensive
measure of the model’s accuracy and is calculated as the harmonic mean of the precision and recall, as shown in Equation 4. It is
calculated using the formula:

F1− Score =
2× Precision×Recall

Precision+Recall
(4)

This metric balances the precision and recall, providing a single score that reflects the model’s overall performance. This is
particularly useful when dealing with imbalanced datasets, where one class significantly outweighs the other. The F1-Score ensures
that both false positives and false negatives are considered, offering a more holistic evaluation of the model. By combining precision
and recall, the F1-Score provides a robust metric for assessing models in scenarios where both types of errors are critical.

The performance outcomes of the hybrid CNN-LSTM model were benchmarked against those of individual models, including
neural networks, RNN, LSTM, and CNN, to evaluate the advantages of the hybrid approach. This study is expected to significantly
contribute to improving sentiment analysis accuracy while reducing the risk of overfitting using the hybrid CNN-LSTM approach.

We also compared the proposed model architecture with that of previous research, as described in Table 2. Each study employed
a model architecture specifically designed to align with the unique characteristics of the data and incorporated distinct preprocessing
techniques. For example, [22] used a CNN-LSTM model with preprocessing involving Corpus Cleaning, Text Segmentation, and Stop
Word Removal on the IMDB dataset. This model used Word2vec for embedding and achieved an accuracy of 87.6%. [15] developed
an MSCNN-LSTM model with word embedding as the text representation, achieving accuracies ranging from 85.5% to 89.25%.
[23] used a CNN-LSTM model with preprocessing involving Stemming, Lemmatization, Stopword Removal, and Tokenization. The
embeddings used included Word2vec, GloVe, TF-IDF, and FastText, resulting in 74% and 84% accuracy. [24] proposed a Hybrid
CNN-RNN model with Word2Vec as the e mbedding, achieving an accuracy of 82.7% on balanced data. Other studies, [16] used a
CNN-BiLSTM model with Sentiment Tagging and Wordvector embeddings, achieving an accuracy of 85.5%.

Table 2. Performance Metrics of Existing Models

Model Embedding F1-Score (%) Accuracy (%)
Hybrid CNN-RNN (Balanced Data)[24] Word2Vec 88.3 82.7

MSCNN-LSTM[15] Word embedding 85.5 89.25
CNN-LSTM[22] Word2vec 88.0 87.6
CNN-LSTM[23] Word2vec, Glove, TF-IDF, FastText 89.0 82.1
CNN BiLSTM, Sentiment Tagging, Wordvector 75.0 85.5CNN LSTM [16]

The developed Hybrid CNN-LSTM model consists of preprocessing, feature extraction, layer configuration, model testing,
and evaluation stages. The innovative aspects of this study are primarily embodied in the feature extraction and layer configuration
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phases. Preprocessing involved cleaning data from punctuation, duplicates, neutral sentiments, and short texts. The feature extraction
stage included Splitting Encoder, Augmentation, Word2Vec, and the use of the ’glove.6B.200d.txt’ embedding, which represents a
novel approach compared to previous studies such as [15, 14, 23]. The layer configuration and model testing stage were designed
with an embedding layer of size (100, 200), three dropout layers of sizes (100, 200), (49, 64), and (128), a CNN layer of size (98,
64), a max-pooling layer of size (49, 64), an LSTM layer of size (128), and two dense layers of size 128 and 2. The hybrid CNN-
LSTM framework is shown in Figure 1. The layer configuration used represents a novel approach based on previous studies, such as
[15, 22, 23] with their hybrid CNN-LSTM models.

3. RESULT AND ANALYSIS

3.1. Data Labeling

Data Labeling The preprocessed experimental data were labeled using the vaderSentiment library as a lexicon-based labeling
approach [25]. Labeling resulted in three sentiment categories: positive, neutral, and negative. Before cleaning, the initial dataset
consisted of 5,456 rows. The data cleaning results, including removing neutral sentiments and grouping of positive and negative
sentiments, are presented in Table 3. This table shows the outcomes of data cleaning, which was conducted to prepare the dataset for
the Hybrid CNN-LSTM model. The cleaning process involved the removal of duplicate data, empty data, and neutral sentiments. As
a result, a cleaner dataset focusing on positive and negative sentiments was produced. Data Division The cleaned data were divided
into training and testing sets with an 80:20 ratio (X train, X test, y train, y test) using random state=0. The results of data division
are presented in the form of graphs and distributions of text and word lengths, as shown in Figure 2.

Table 3. Data Cleaning Results for the Hybrid CNN LSTM Model

Cleaning Data reading
dataset before removed duplicates 5456
dataset after removed duplicates 3493

dataset after drop empty : 3492
data set after removed netural sentiment 2685

sentiment positive 895
sentiment negative 1790

Figure 2. Graphs and distribution of test data and test data

3.2. Data Augmentation

Data Augmentation Augmentation has been performed to reduce overfitting by addressing the issue of a small training dataset
[26]. Augmentation generated synthetic data from the original dataset without altering the original data [27]. The total training
dataset size before augmentation was 2,148, which increased to 10,740 after the augmentation. The volume of positive sentiment
data surged from 716 to 3,580, while negative sentiment data increased from 1,432 to 7,160. The outcomes of this augmentation
process are detailed in Table 4.
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Table 4. Test Data Augmentation Results

Augmentation train data Results
Total training size before augmentation (2148.2)
Total positive size before augmentation (716.2)
Total negative size before augmentation (1432.2)
Total training size after augmentation -10740.2
Total positive size after augmentation (3580.2)
Total negative size after augmentation (7160.2)

Data Transformation Following the augmentation, data transformation was performed. Augmented data were combined with
the test data, and positive sentiments were converted to 1, whereas negative sentiments were converted to 0. Subsequently, tokeniza-
tion and padding were performed. The data transformation results are presented in Table 5. The testing process utilized Word2vec and
glove.6B.200d as embeddings. The maximum sequence length was 100, with 5,388 unique words. The training data were encoded
with a length of 10,740 and a width of 100, whereas the testing data were encoded with a length of 537 and a width of 100.

Table 5. Data Transformation Results

Data transformation Results
Maximum sequence length 100

Total unique words 5388
Padded training data (10740. 100)
Padded testing data (537. 100)

Train label size -10740
Test label size (537. 2)

3.3. Model Training and Testing
The tokenized, padded, and Word2vec-embedded data were tested using the Hybrid CNN-LSTM model. The model architec-

ture is shown in Figure 1. The training was conducted with the parameters n splits=3, shuffle=True, random state=0, batch size=64,
and epochs=35. The model had 1,231,650 trainable parameters. The training results showed that the model did not overfit, with
minimal differences between training and validation accuracies. By epoch 31, the model attained a training accuracy of 99.51% and
a validation accuracy of 99.25%. The training and validation results are shown in Figure 3.

Figure 3. Hybrid CNN LSTM Training and Validation Results
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Testing was conducted on 537 texts, resulting in an accuracy of 87.34% and a loss of 0.56. These results indicate that the model
performed well in classifying sentiments based on the unseen test data. The test results are presented in Tables 6 and 7, respectively.
Table 7 delineates the model’s evaluation metrics, including the precision, recall, and F1-Score. For negative sentiments, the model
achieved a precision of 90%, recall of 91%, and F1-Score of 90%, whereas, for positive sentiments, it recorded a precision of 83%,
recall of 80%, and F1-Score of 81%. The comprehensive evaluation revealed an overall precision of 86%, a recall of 87%, and an
F1-Score of 86%.

Table 6. Sentiment Analysis Model Test Results

Accuracy (%) Loss
87.34 0.56

Table 7. Sentiment Analysis Model Evaluation Results

Label Metrics
Precision Recall F1-Score

Negative 0.90 0.91 0.90
Positive 0.83 0.80 0.81
Average 0.86 0.87 0.86

Considering the testing outcomes, the Hybrid CNN-LSTM model demonstrated an accuracy of 87.34%, reflecting a substantial
enhancement over single deep learning models, including LSTM (81%) and Bidirectional LSTM (81%). Furthermore, the model
surpassed other deep learning architectures, such as neural networks (51%) and CNN (70%). The results are presented in Table 8.
Comparison with Previous Research The results of this study were compared with those of previous studies, as shown in Table 2.
Previous studies, such as [24], used a Hybrid CNN-RNN model with an accuracy of 82.7%,c[15] used an MSCNN-LSTM model
with an accuracy of 89.25%, [22] used a CNN-LSTM model with an accuracy of 87.6%, [23] used a CNN-LSTM model with an
accuracy of 82.1%, and [16] used a CNN-BiLSTM model with an accuracy of 85.5%.

This study attained an accuracy of 87.34%, signifying that the proposed Hybrid CNN-LSTM model is highly competitive
with prior studies. Notably, the model proposed in [15], which utilized a Multi-Scale CNN-LSTM (MSCNN-LSTM) architecture,
achieved a slightly higher accuracy of 89.25%. This improvement can be attributed to multiscale convolutions, which capture both
local and global text patterns more effectively. However, our model focuses on mitigating overfitting and enhancing generalization,
particularly for small and imbalanced datasets, which significantly contribute to the field.

Similarly, [14] achieved an accuracy of 87.6% using a CNN-LSTM model with preprocessing techniques, such as corpus
cleaning, text segmentation, and stopword removal. Although their accuracy is comparable to ours, our model integrates advanced
data augmentation and dropout layers specifically designed to address overfitting and improve generalization on unseen data. These
strategies make our model more robust in practical applications where dataset sizes are often limited and imbalanced.

This study attained an accuracy of 87.34%, signifying that the proposed Hybrid CNN-LSTM model is highly competitive with
prior studies. This study underscores the model’s robust performance in sentiment analysis, with training outcomes exhibiting steady
accuracy enhancements and a decline in loss. The training accuracy peaked at 99.51%, whereas the validation accuracy reached
99.25%.

Table 8. Detailed Results of Single Models and the Proposed Model

Model Accuracy (%) Precision Recall F1-Score

M
ac

hi
ne

L
ea

rn
in

g Random Forest 0.81 0.81 0.63 0.68
Decision Tree 0.81 0.79 0.63 0.68

Logistic Regression 0.76 0.70 0.53 0.57
KNN 0.79 0.75 0.60 0.65

Linear SVM 0.74 0.59 0.44 0.45

D
ee

p
L

ea
rn

in
g Artificial Neural Network 0.74 0.46 0.40 0.39

Neural Network 0.51 0.46 0.46 0.38
Simple RNN 0.75 0.77 0.73 0.74

LSTM 0.81 0.83 0.80 0.81
CNN 0.70 0.68 0.68 0.68

Hybrid Proposed Model 0.87 0.86 0.87 0.88
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The testing phase yielded an accuracy of 87.34%, demonstrating the model’s strong generalization capabilities for novel data.
These findings are congruent with the research goals, which sought to elevate sentiment analysis accuracy using the hybrid CNN-
LSTM methodology. The model successfully addressed the overfitting issue and demonstrated a good balance between the Precision
and Recall. The outcomes met expectations, as the hybrid CNN-LSTM model surpassed the performance of individual deep learning
models. However, some findings differed from expectations, such as slightly lower performance on positive sentiments than negative
sentiments. This may be due to data variability and the labeling quality.

This study has several limitations, including potentially suboptimal data quality, particularly for truncated or improperly trans-
lated text messages. The use of glove.6B.200d embeddings, which may not include all unique words in the dataset, also poses a
limitation. Additionally, the model configuration may not have been fully optimized, thus affecting performance. Future research
should prioritize enhancing data quality by guaranteeing the accurate translation and thorough processing of all text messages. Using
more comprehensive embeddings to handle a wider range of unique words can enhance the model performance. Optimizing the
model configuration to improve the performance and generalization should also be considered.

4. CONCLUSION

The Hybrid CNN-LSTM model exhibited robust performance in the domain of sentiment analysis, achieving an accuracy of
87.34% on the test data. The training results showed an accuracy of 99.51% and a validation accuracy of 99.25%, exhibiting a
favorable balance between Precision, Recall, and F1-Score; the model effectively mitigated the overfitting issue. The hybrid CNN-
LSTM approach effectively improved sentiment analysis accuracy, particularly in mitigating overfitting. This model can be applied
in various domains, such as product review analysis and social media monitoring. The limitations of this study include suboptimal
data quality, particularly in truncated or improperly translated text messages, and the use of glove.6B.200d embeddings, which
may not include all the unique words in the dataset. Additionally, the model configuration may not have been fully optimized,
affecting performance. Future research should focus on improving the data quality, employing more comprehensive embeddings, and
refining the model configuration. Investigating supplementary regularization techniques, including dropout or early stopping, may
yield further benefits. This study offers significant insights into utilizing the Hybrid CNN-LSTM model in sentiment analysis tasks,
particularly for mitigating overfitting. These findings underscore the potential for continued advancement in sentiment analysis.
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