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ABSTRACT

Determining poverty status in Lombok Utara district depends on criteria such as income, access to
health and education services, and housing conditions. These factors are crucial for assessing the level
of community welfare and guiding the allocation of social assistance by the district government. The
purpose of this study is to address the gap by utilizing advanced data mining techniques to improve
the accuracy of poverty status classification in North Lombok, thereby informing more effective social
assistance policies. The method used in this research is the Random Forest (RF), K-Nearest Neigh-
bor (KNN), and Naı̈ve Bayes with split data, 80% data training, and 20% data testing. The finding
indicated that the machine learning model of the RF algorithm, which achieved an accuracy rate of
82.56%, proved to play an important role in this process by effectively distinguishing between dif-
ferent categories of poverty based on these criteria. In comparison, the KNN algorithm achieved an
accuracy of 70.94%, and the Naı̈ve Bayes model achieved an accuracy of 53.47%. It means that the
RF algorithm’s machine learning model is more accurate than the KNN and Naı̈ve Bayes algorithm
in predicting or recommending Recipients of Social Assistance from the District Government. The
implication is that RF machine learning can help social service officers predict the community’s eco-
nomic status. The high accuracy of the RF algorithm enhances its role in informing targeted policy
decisions and optimizing the effectiveness of social assistance programs. Nonetheless, continuous
improvement is essential to refine the model’s predictive capabilities and ensure the accuracy and re-
liability of poverty assessments. These continuous improvements are essential to effectively alleviate
poverty and break the cycle of socio-economic disparities in the region.
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1. INTRODUCTION
North Lombok Regency is one of the regencies located in West Nusa Tenggara (NTB) province and is the youngest regency in

NTB. Based on data from the Central Statistics Agency (BPS), in 2023, the poverty rate in North Lombok Regency reached 25.80
percent. Although this figure shows a decrease of 0.13 percent from the previous year, this high poverty rate remains a serious
challenge for the local government. This minimal decline shows the need for more effective and sustainable interventions in poverty
alleviation efforts in North Lombok Regency. The determination of poverty status in North Lombok Regency is based on the criteria
used to measure the level of community welfare. These criteria include income, access to health and education services, and housing
conditions. The North Lombok district government uses this data to determine who is entitled to receive social assistance. This
assistance is expected to ease the burden on the poor and help them escape the poverty cycle. However, the effectiveness of this
assistance is highly dependent on the accuracy of the data and the criteria used.

This study seeks to fill the gap in previous research by further exploring the factors influencing poverty in the North Lombok
Regency. Despite various studies on poverty and welfare classifications, there remains a lack of localized analysis that considers
the specific socio-economic conditions of North Lombok. Previous research has highlighted the importance of accurate data and
targeted interventions in poverty alleviation. For instance, [1] emphasized the need for community-specific data in formulating
effective poverty reduction strategies. Similarly, [2] pointed out that precise identification of poverty determinants is crucial for policy
effectiveness. In the context of Indonesia, studies by [3] and [4] have demonstrated the impact of accurate poverty classification on
the success of social assistance programs. Additionally, [5] has stressed the need to improve poverty measurement techniques to
enhance policy outcomes continuously. This study aims to address these gaps by utilizing advanced data mining techniques to
improve the classification accuracy of poverty status in North Lombok, thereby informing more effective social assistance policies.
By employing methods such as Random Forest (RF), K-Nearest Neighbor (KNN), and Naı̈ve Bayes, this research intends to identify
and analyze the key factors that contribute to poverty in the region. The findings are expected to provide a more precise understanding
of poverty dynamics in North Lombok, leading to more targeted and effective interventions. This approach not only aims to improve
the accuracy of welfare classifications but also to ensure that the benefits of social assistance programs reach those who need them
most, ultimately contributing to more significant poverty alleviation in the region.

Previous research shows that poverty reduction policies and programs must be based on accurate data and include in-depth
analysis of the factors that cause poverty. The study conducted by [6] aims to classify poverty status using the C4.5 classification
method to determine the factors that affect poverty. Another study by [7] The binary logistic regression method aims to identify the
characteristics and factors affecting extreme poverty in poor households. In contrast to research by [8, 9], which aims to see the
relationship between village funds and poverty in North Lombok Regency; the method used is geographically weighted regression
(GWR), showing that village funds can reduce poverty in every village in North Lombok Regency but have no significant effect
because other variables outside the model still influence the resulting model. Research conducted by [10] aims to rank community
social assistance recipients using the weighted product method based on five criteria: employment status, house status, domicile,
number of dependents, and total monthly income. A study by [11] uses qualitative methods to describe the process of implementing
integrated social protection, showing that social protection efforts for the poor through an integrated social protection system are
implemented by incorporating five aspects of services, such as one-stop service, partnerships, service mechanism programs, case
management, and information and intervention systems. Another study by [12] created a decision support system to help make
it easier to select and determine poverty levels by applying the Multi-Objective Optimization based on Ratio Analysis (MOORA)
method, entering criteria and alternative data into a system that automatically calculates and produces data with the lowest to highest
values based on 25 alternative data and 5 criteria.

In recent years, machine learning techniques have gained traction in poverty classification and prediction. [13] utilized the RF
algorithm to classify poverty status and found it to be highly effective in capturing complex patterns in socio-economic data. Simi-
larly, a study by [14] compared the performance of K-NN and Support Vector Machine (SVM) algorithms in poverty classification,
highlighting the strengths and limitations of each method in different contexts. Research [15] applied Gradient Boosting Machines
(GBM) to identify key poverty determinants, demonstrating the algorithm’s superior predictive accuracy. The study conducted by
[16] aims to classify poverty status using the C4.5 classification method to determine the factors that affect poverty. Another study
also conducted by [17] aims to identify the characteristics and factors affecting extreme poverty in poor households using the binary
logistic regression method. Research conducted by [18] aims to rank recipients of social assistance for the community using the
weighted product method based on five criteria: employment status, house status, domicile, number of dependents, and total monthly
income. Research conducted by [19] uses qualitative methods to describe the process of implementing integrated social protection,
showing that social protection efforts for the poor through an integrated social protection system are implemented by implementing
five aspects of services, such as one-stop service, partnerships, service mechanism programs, case management, and information and
intervention systems. Unlike previous research that often focused on a single classification method, this study incorporates multiple
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algorithms RF, K-NN, and Naı̈ve Bayes to provide a more comprehensive analysis of poverty classification. By comparing the per-
formance of these algorithms, this research aims to identify the most effective method for accurately classifying poverty status and
guiding social assistance programs. The addition of these methods allows for a more robust and nuanced understanding of the factors
contributing to poverty in Lombok Utara district, ultimately enhancing the targeting and effectiveness of poverty alleviation efforts.

2. RESEARCH METHOD
Finding information hidden in a pile of records in a database requires its own approach. One of the approaches used in this

research is Knowledge Discovery in Database (KDD) [20]. KDD is the process of extracting information from a large database. KDD
is a method for obtaining knowledge from existing databases. In the database, some tables are interconnected/connected. The results
of the knowledge obtained in this process can be used as a basis for knowledge for decision-making purposes, as shown in Figure 1.

Figure 1. KDD Method

Data selection is the first stage in the KDD process, which aims to select a subset of relevant and useful data for further
analysis. The data selected should reflect the context of the problem to be solved and should be relevant to the research objectives so
that the analysis is more accurate and focused. The preprocessing stage includes, among others, cleaning the data from noise, such as
data duplication, checking for inconsistent data, providing missing values, and correcting errors in the data, such as printing errors.
Data must be transformed before processing using data mining. This aims to adjust the data processing based on the algorithms
and software used in the data processing. This process is to find patterns and interesting information in selected data using specific
techniques and methods. Data mining techniques, methods, and algorithms vary widely. The appropriate method or algorithm
selection depends on the overall KDD objectives and process. It is the process of evaluating the results of the data mining information
pattern process output. Researchers tried to compare the KNN, Naive Bayes, and RFt methods in Factors Affecting Poverty in North
Lombok [6].

2.1. Model Testing
2.1.1. Random Forest
RF is an ensemble method of decision trees. Random forest combines decision simplicity. Flexible trees produce huge im-

provements in accuracy. Random Forest uses the Bootstrap aggregating (Bagging) technique by creating a bootstrapped dataset to
reduce variance in noisy data sets and aggregating by voting on the most results. The bootstrapped dataset will train each decision
tree model in parallel [9].
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2.1.2. KNN Method
KNN is a method using a supervised learning algorithm in which several new attributes whose class is unknown can be searched

for by looking for similarities based on the majority of KNN as a reference in determining the class of an attribute. The KNN method
can be calculated using the Euclidean distance to determine the distance between datasets [7]. The Euclidean distance formula can
be seen in Equation 1, where d(p, q) represents the Euclidean distance between two points p and q. pi and qi represent the i-th
coordinates of points p and q in n-dimensional space. (pi − qi)2 represents the squared difference between the i-th components of
points p and q.

d(p, q) =

√∑
i

(pi − qi)2 (1)

2.1.3. Naı̈ve Bayes
Naı̈ve Bayes is a simple classifying probabilistic method based on Bayes’ theorem where classification is carried out efficiently

through training sets of many data. Naı̈ve Bayes assumes that the value of an input attribute in a given class does not depend on
the values of other attributes. Bayes’ theorem itself was put forward by British scientist Thomas Bayes, namely predicting future
opportunities based on previous experience, so it is known as Bayes’ theorem [7]. Where the Bayes theory Equation 2. Where,
P(C|X) is the Probability of hypothesis C based on condition X (posterior probability). P(C) is the Probability of hypothesis C (prior
probability). P(X|C) is Probability of X based on conditions in hypothesis C, and P (X) is the Probability of X .

P (C | X) =
P (X | C)P (C)

P (X)
(2)

2.2. Performance analysis
We employed four evaluation parameters in this study: precision, recall, F1-score, and accuracy. These metrics were calculated

using model performance estimates [9]. The performance metric used for our model evaluation was calculated using the procedure
stated in Equations 2, 3, 4, and 5. Accuracy indicates the number of samples accurately corrected for a given total number of samples.
Precision indicates the number of samples accurately corrected for a given total number of samples. Recall indicates the prediction
of positive values to the actual positive value. Where, TP is True Positive, TN is True Negative, FP is False Positive, and FN is False
Negative.

accuracy =
TP + TN

TP + TN + FP + FN
(3)

precision =
TP

TP + FP
(4)

recall =
TP

TP + Fn
(5)

F1 score =
2 ∗Recall + Precision

Recall + Precision
(6)

3. RESULT AND ANALYSIS
The poverty status in North Lombok Regency was classified using RapidMiner. This approach involved data mining techniques

to analyze various socio-economic factors affecting the population systematically. The results of this study are in line with or
supported by Previous research, showing that poverty reduction policies and programs must be based on accurate data and include
in-depth analysis of the factors that cause poverty. The study conducted by [6] aims to classify poverty status using the C4.5
classification method to determine the factors that affect poverty. Another study by [7] aims to identify the characteristics and factors
affecting extreme poverty in poor households using the binary logistic regression method. The finding indicated that the machine
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learning model of the RF algorithm, which achieved an accuracy rate of 82.56%, proved to play an important role in this process
by effectively distinguishing between different categories of poverty based on these criteria. In comparison, the KNN algorithm
achieved an accuracy of 70.94%, and the Naı̈ve Bayes model achieved an accuracy of 53.47%. RapidMiner aimed to identify patterns
and categorize individuals or households based on their poverty status, thereby providing a more precise and data-driven foundation
for policy-making and targeted social assistance programs, as shown in Figure 2. Based on Figure 1, the classification process uses
several operators contained in RapidMiner. The operators used have their respective functions and purposes at different stages. The
stages in the classification process are as follows:

Figure 2. Classification Process Using RapidMiner

3.1. Selection
In the data selection phase, the ’Read Excel’ operator is pivotal for initiating comprehensive data retrieval directly from Excel

files. This operator seamlessly extracts structured datasets from Excel spreadsheets, ensuring that diverse and valuable information is
readily accessible for analysis. Its functionality extends beyond mere data importation by providing essential capabilities for handling
various data formats and structures inherent in Excel files. Analysts can efficiently manage data integration tasks by utilizing the ’Read
Excel’ operator, preparing the groundwork for subsequent exploration and detailed analysis. This initial step not only streamlines the
workflow but also enhances the accuracy and reliability of data-driven insights derived from Excel-based datasets [21]. During the
data import stage, the system usually previews the data before it is entered. This preview serves the important purpose of verifying
the accuracy and completeness of the imported information. The preview allows analysts and users to visually inspect the data set,
ensuring that the data’s format, structure, and content match expectations before proceeding further. This precautionary step helps
to reduce potential errors or discrepancies that may arise during data transfer, thereby facilitating smoother and more reliable data
integration into the analysis pipeline [22].

After completing the data import stage, the next crucial step in the data preparation process is the application of the ’Select At-
tributes’ operator. This operator is fundamental in refining the dataset by determining which attributes will be utilized for subsequent
analysis and which ones will be excluded. With an initial set of 32 attributes imported, the ’Select Attributes’ operator carefully
evaluates each attribute based on its relevance to the specific analytical goals and modeling requirements. By retaining 19 of the
32 attributes, the operator ensures that only the most pertinent variables are included in further processing. This selective approach
streamlines the dataset and enhances the accuracy and efficiency of subsequent data mining tasks. The attributes selected typically
have the most significant impact on the outcomes of interest, ensuring that the analytical models derived from the data are robust and
effective. Moreover, the ’Select Attributes’ operator enables analysts to focus on meaningful variables directly contributing to achiev-
ing actionable insights and informed decision-making. This step is essential for optimizing computational resources and improving
the interpretability of the analysis results, ultimately leading to more reliable and impactful outcomes in data-driven projects.
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3.2. Preprocessing
To ensure the integrity and accuracy of data used in the mining process, thorough data cleaning is essential. This process

involves systematically removing irrelevant data, including empty, duplicate, and missing entries, which can skew the results of data
mining analyses. A critical tool for this task is the ’Replace Missing Value’ operator, which methodically handles missing data points
to improve the reliability of subsequent data processing steps [23] This meticulous approach not only enhances the dataset’s quality
but also ensures that the analytical models built upon it are robust and capable of producing accurate insights. Analysts can mitigate
potential biases and errors by employing effective data cleaning practices, thereby increasing the validity and usefulness of their
data-driven findings for decision-making and strategic planning, as shown in Figure 3.

Figure 3. Use of Missing Value Operator

3.3. Transformation
This transformation involves converting the selected data into a format suitable for mining applications. In the context of this

final project, two distinct data transformation processes are undertaken. The first process focuses on standardizing and normalizing
the data, ensuring that all variables are on a consistent scale to facilitate accurate comparisons and computations during analysis. This
step is crucial for improving the reliability and interpretability of the results derived from the data mining models. The second data
transformation process involves feature engineering, where new features or variables are created from existing data to enhance predic-
tive accuracy and model performance [24]. Techniques such as dimensionality reduction, categorical variable encoding, and creating
interaction variables are applied to enrich the dataset with additional insights that can uncover hidden patterns and relationships. The
project aims to optimize the dataset for effective data mining exploration by implementing these data transformation processes. This
approach prepares the data for sophisticated analytical techniques and maximizes the potential for uncovering actionable insights that
can drive informed decision-making and strategic initiatives. The systematic transformation of data ensures that the final analysis is
robust, reliable, and capable of effectively generating valuable outcomes that meet the project’s objectives.

3.3.1. Split Data
Using the Split Data operator, a classification method is applied to effectively divide the dataset into two subsets: training data

and testing data. This division aims to facilitate a thorough evaluation and comparison of model performance. The training data
subset is used to train the model on patterns and relationships in the data, while the testing data subset serves as an independent data
set to assess how well the model generalizes to new, unprecedented data [25]. By systematically comparing the model’s predictions
against known outcomes in the test data, analysts can gauge the accuracy and reliability of the model before applying it in practical
applications. This approach ensures that the model’s predictive capabilities are rigorously validated, thus providing confidence in
its effectiveness for making informed decisions based on data-driven insights, as shown in Table 1. The dataset containing 3400
records for determining eligibility status among the poor is divided into training and testing subsets. This division allocates 80% of
the data for training purposes, where models are developed, and parameters are tuned to learn patterns and relationships within the
dataset. The remaining 20% is reserved for testing the trained models, allowing for an independent evaluation of their performance on
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unseen data. This approach ensures that the models generalize well to new data and provides a reliable assessment of their predictive
capabilities before deployment in practical applications, as shown in Table 2.

Table 1. Split Data Process

No Wealth
Decile Gender Job Education House

Ownership
Having
Savings Roof Type Wall Type Floor Type

1 3 Male Entrepreneur High school gradu-
ate/equivalent

Self-owned No Asbestos/zinc Wood/Board Wood/Board

2 3 Male Freelancer Elementary school gradu-
ate/equivalent

Self-owned No Asbestos/zinc Wood/Board Wood/Board

3 3 Male Merchant Elementary school gradu-
ate/equivalent

Self-owned No Asbestos/zinc Wall Cement

4 3 Male Entrepreneur Elementary school gradu-
ate/equivalent

Self-owned No Asbestos/zinc Other Cement

5 2 Male Private Employee Junior high school gradu-
ate/equivalent

Self-owned Yes Asbestos/zinc Zinc Cement

6 2 Male Entrepreneur Elementary school gradu-
ate/equivalent

Self-owned No Asbestos/zinc Wood/Board Cement

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3439 1 Male Farmer Elementary school gradu-
ate/equivalent

Self-owned No Asbestos/zinc Wood/Board Cement

3440 1 Male Farmer Not/not yet in school Self-owned No Asbestos/zinc Wall Cement
3441 3 Male Farmer Junior high school gradu-

ate/equivalent
Self-owned Yes Asbestos/zinc Wall Ceramic

3442 1 Male Fisherman Elementary school gradu-
ate/equivalent

Self-owned yes Asbestos/zinc Wall Cement

Table 2. Split data parameters

Data Training Data Testing
80% 20%

3.4. Data Mining
RF algorithm is a powerful ensemble learning method used for classification tasks [26]. It builds multiple decision trees for

classification tasks during training and outputting class modes. When using RapidMiner, a comprehensive data mining platform, you
can implement the RF, Naı̈ve Bayes, or KNN algorithm through a series of systematic steps. Here is a detailed guide on implementing
the RapidMiner tool’s RF algorithm.

Performance
In RapidMiner, the performance operator is an important tool used to evaluate the effectiveness of predictive models by mea-

suring accuracy, precision, recall, F1-score, and other performance metrics [27]. This operator comprehensively assesses how well
the model predicts outcomes on training and testing datasets. By integrating the Performance operator into the workflow, users can
obtain a detailed evaluation of the model’s strengths and weaknesses, enabling a better understanding of its predictive capabilities.
This operator generates performance metrics that facilitate comparison between different models or configurations, thus aiding in
selecting the best model for a given task. In addition, the tool supports different types of performance evaluation, such as classifica-
tion, regression, and clustering, making it versatile for various machine-learning tasks. Insights gained from using the Performance
operator enable data scientists to make informed decisions in model customization, improving model accuracy and reliability, as
shown in Figure 4.
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Figure 4. Use of Performance Classification Operators

3.5. Evaluation

The evaluation stage in data mining and machine learning is critical for determining the quality and effectiveness of predictive
models [28]. This stage involves systematically assessing the model’s performance using various metrics and techniques to ensure
the model meets the desired objectives and can generalize well to unseen data. Evaluation provides insight into the model’s predictive
power, helps identify areas for improvement, and validates its applicability in real-world scenarios resulting from the RF, KNN, and
Naı̈ve Bayes algorithms, as seen in Figure 5, Figure 6, and Figure 7. The following is a summary table of the results of measuring
accuracy, precision, and recall; as seen in Table 3, the RF method or algorithm has the highest accuracy of the four methods.

Figure 5. RF Performance Model

Figure 6. KNN Performance model
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Figure 7. Naı̈ve Bayes Performance Model

Table 3. Comparison of Method Performance Results

Method Accuracy Precision Recall
RF 82.56 % 80.28 % 86.43%

KNN 70.94 % 66.20% 76.91%
Naı̈ve Bayes 53.47 % 51.11% 60.50%

4. CONCLUSION
The use of the RF algorithm in classifying poverty status in North Lombok District demonstrates a high level of effectiveness,

with an accuracy rate of 82.56%, compared to KNN with 70.94% and the Naı̈ve Bayes model with 53.47%. This indicates that the
RF model can distinguish various poverty status categories based on the features included. The high accuracy rate suggests that the
model can capture the underlying patterns in the data, making it a valuable tool to inform policy decisions and target social assistance
programs more effectively. However, there is room for improvement to enhance the model’s performance and ensure more accurate
and reliable predictions. Further tuning the hyperparameters of the Random Forest algorithm and experimenting with other advanced
algorithms, such as GBM or XGBoost, could potentially achieve better performance.
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