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ABSTRACT

Celiac Disease (CeD) is an autoimmune disorder triggered by gluten consumption and involves the
immune system and HLA in the intestine. The global incidence ranges from 0.5%-1%, with only 30%
correctly diagnosed. Diagnosis remains challenging, requiring complex tests like blood tests, small
bowel biopsy, and elimination of gluten from the diet. Therefore, a faster and more efficient alterna-
tive is needed. Extreme Gradient Boosting (XGBoost), an ensemble machine learning technique that
utilizes decision trees to aid in the classification of Celiac disease, was used. The aim of this study
was to classify patients into six classes, namely potential, atypical, silent, typical, latent and none
disease, based on attributes such as blood test results, clinical symptoms and medical history. This
research method employs 5-fold cross-validation to optimize parameters that are max depth, n esti-
mator, gamma, and learning rate. Experiments were conducted 96 times to get the best combination
of parameters. The results of this research are highlighted by an improvement of 0.45% above the
accuracy value with the default XGBoost parameter of 98.19%. The best model was obtained in the
trial with parameters max depth of 3, n estimator of 100, gamma of 0, and learning rate of 0.3 and
0.5 after modifying the parameters, yielding an accuracy rate of 98.64%, a sensitivity rate of 98.43%,
and a specificity rate of 99.72%. This research shows that tuning the XGBoost parameters for Celiac
disease classification can improve the model’s accuracy compared to using the default parameters.
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1. INTRODUCTION
Celiac disease (CeD) in the Greek term ”Koiliakos” meaning ”stomach” is an immune system disorder that primarily impacts

the small intestine [1]. CeD is an autoimmune condition triggered by the consumption of gluten, which affects the immune system in
the gut through Human Leukocyte Antigen (HLA). It is an autoimmune enteropathy (intestinal disease) that occurs in patients with
genetic susceptibility (genetic predisposition) [2]. Gluten sensitivity, a protein present in grains such as wheat, barley, barley, rye,
and kamut, characterizes the illness. This indicates that persons with CeD are not only gluten intolerant, but also foods made from
these grains [3]. Celiac disease can harm the small intestine, limit nutrition absorption, and reduce people’s quality of life at any
age [4]. Damage to the small intestine impairs nutrition absorption, possibly leading to stunted development, vitamin shortages, and
catastrophic effects such as anaemia, osteoporosis, increased risk of diabetes, autoimmune thyroid disease, and bowel cancer. CeD
affects one in every 100 persons globally. However, only around 30% of cases are appropriately identified [5]. Common prevalence
of CeD is recorded in populations ranging from 0.5% to 1% worldwide. This is mostly owing to improved diagnostic and screening
methods for at-risk populations. Celiac disease is prevalent in varying degrees in different nations. Celiac disease prevalence varies
by country, with the greatest rate documented in Western Sahara, reaching 5.6% of the population, while the prevalence in Indonesia
is believed to be less than 1% [6].

Diagnosis of CeD remains difficult for medical practitioners. To avoid more serious problems, a precise and quick diagnosis
is required. However, diagnosing CeD frequently necessitates a battery of sophisticated and costly testing, such as blood tests,
endoscopic biopsies of the small intestine, and gluten elimination [7]. Celiac disease frequently necessitates a battery of medical tests,
including blood testing to detect the presence of certain antibodies and, if necessary, a small intestinal endoscopy for confirmation.
This difficulty in identification highlights the necessity of a better knowledge of celiac disease’s symptom range and enhanced medical
awareness of its various clinical manifestations. Machine learning has shown considerable promise in the medical area in recent years,
including illness detection. Ensemble learning is a way of mixing machine learning algorithmsto improve prediction accuracy over
individual machine learning methods. Gradient Boosting Machine (GBM) is a model of boosting algorithm. Gradient boosting is
basically an ensemble learning technique that is built using the decision tree algorithm as its main component [8]. Extreme Gradient
Boosting (XGBoost) has been acknowledged as a very sophisticated algorithm that performs exceptionally well in classification
and regression problems. XGBoost is capable of avoiding overfitting issues and producing excellent predictions, particularly in the
presence of outliers and data with imbalances [9]. XGBoost not only allows users to create reliable classification and regression
models on tabular data, but it is also a useful and efficient tool for performing time series forecasting with high accuracy [10].
XGBoost uses a decision tree as the base learner and builds an additive expansion of the objective function to minimize the loss
function. However, XGBoost has better scalability which is able to perform optimization faster than GBM [11].

Previous research has evaluated the performance of the XGBoost algorithm in various contexts. First, in the context of virus
attack classification on the internet with unbalanced data, XGBoost achieved 100% precision, 99.8% recall, and 99.9% F1-score [12].
Then, in the sentiment analysis of Trip Advisor Hotel Reviews, it compared the performance of three machine learning algorithms
XGBoost Classifier, Decision Tree Classifier, and Support Vector Machine (SVM). XGBoost led with 99% accuracy, outperforming
the Decision Tree Classifier (97%) and Support Vector Machine (98%) [13]. In addition, another study showed that XGBoost is
the best algorithm for disease detection compared to Random Forest, K-Nearest Neighbor, Multi-Layer Perceptron, SVM, Logistic
Regression, and GBM on heart disease classification with 95.08% accuracy, high sensitivity (93.80%), and best precision (96.80%)
[14]. Finally, in the context of diabetes classification, after hyperparameter tuning, XGBoost achieved an accuracy of 90.10% which
was previously only 87.50%, precision 87.87%, recall 84.05%, F1-score 85.92%, and Area Under The Curve (AUC) score 0.960.
In a recent study, XGBoost has also been successfully applied in the prediction of electroencephalogram (EEG) results for epilepsy
diagnosis, showing significant accuracy in identifying complex epileptic patterns [15]. Another study confirmed the effectiveness of
XGBoost in medical image analysis for breast cancer detection with accuracy reaching 96%, which beat several other methods in a
comparative study [16]. Finally, in the context of anomaly detection on computer networks, XGBoost has demonstrated its ability to
identify attacks with a high detection rate and low error rate [17].

Other studies have shown that the XGBoost model performs very well in health classification cases, especially in disease
detection. In Parkinson’s disease classification, XGBoost achieved an accuracy of 84% [18]. XGBoost as a Covid-19 pre-screening
tool through a person’s breathing recordings, this model shows significant potential with 86.2% accuracy [19]. In addition, in the
detection of the risk of death of patients with sepsis, XGBoost achieved the best accuracy of 89.5% [20] and XGBoost provides an
accuracy of 94.74% for the detection and analysis of breast cancer [21]. This shows that XGBoost is a reliable and effective model in
healthcare classification applications. Thus, XGBoost has proven to be effective in various applications and can be improved through
hyperparameter tuning. Seeing an accurate and timely diagnosis process of celiac disease is very important to avoid more serious
complications with a series of expensive and complicated tests. There is a gap that has not been resolved by previous research,
namely the lacking in the optimization of XGBoost parameters specifically in the context of celiac disease classification. Previous
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studies generally consider the performance of XGBoost in various applications, but rarely specialize in celiac disease with specifically
optimized parameters to improve the accuracy and precision of diagnosis. The difference between this research and previous
research is the focus on optimizing specific XGBoost parameters for celiac disease classification. Thus, the main contribution
of this research is the adjustment of the XGBoost model parameters through a series of trials and analysis to determine the optimal
combination of parameters because the purpose of this research is to improve the accuracy and efficiency of the XGBoost model. The
purpose of this research is to improve the accuracy of the XGBoost model in Celiac disease classification through optimization of key
parameters such as learning rate, gamma, max depth, and n estimator. This research contributes to finding the optimal combination
of parameters that can improve the performance of the model, thus supporting more accurate diagnosis of Celiac disease.

2. RESEARCH METHOD
2.1. Dataset Description and Flowchart

The data used in this study is a collection of medical data on laboratory checks of patients indicated to have celiac disease.
This data was obtained from the Wageningen University & Research Biotechnology Department published by research. This research
data has 13 independent variables as attributes and 1 dependent variable as the target variable. The dataset consists of 6 diagnoses,
namely 545 potential class data, 301 atypical class data, 400 silent class data. 380 typical class data, 301 latent class data and 350
none disease class data. This study was conducted to show the best classification model based on accuracy, sensitivity, and precision
values. Results The results of this study were processed using the Extreme Gradient Boosting method by testing the learning rate,
max depth, gamma and n estimator parameters. Figure 1 shows the flowchart of this study.

Figure 1. XGboost classification research flowchart

The process starts with entering the data to be used in the XGBoost analysis. After the data is inputted, the data is divided into
training and testing data using the k-fold cross-validation method with the number of folds of 5 and 10, which ensures the model is
well validated to avoid overfitting. Next, the XGBoost model is trained using the training data, and each training iteration is evaluated
whether it has reached the maximum depth of the decision tree (max depth). If it has not, training is continued until the limit is
met. After training is complete, the model is tested using the testing data to evaluate its ability to predict new data. In the parameter
testing stage, various combinations of key parameters such as max depth, n estimator, gamma, and learning rate are tested to find the
configuration that produces the best performance. The test results are then evaluated using Confusion Matrix to calculate performance
metrics such as accuracy, sensitivity, and specificity. The final stage is the interpretation of the results, which includes an in-depth
analysis of how each parameter affects the performance of the XGBoost model, including its impact on accuracy.

2.2. Classification
Classification methods are used in supervised learning, where output labels are grouped. It is possible to find ways to distin-

guish one label from another by understanding patterns from pre-existing class or attribute data [22]. The purpose of classification
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is to categorize or allocate new objects into pre-labeled groups. The classification process consists of two steps. The first step is
to create a data training model and perform training on the existing dataset. The second step is to check the accuracy of the data
training model, and if the accuracy of the model is satisfactory, then the model is used to classify data with inappropriate class labels
[23]. Classification is a process that involves evaluating data objects and assigning them to a particular class from a predefined set of
classes. There are two main tasks involved in classification. The first task is to create a model or prototype that serves as a reference
and is stored in memory. This model is built based on the characteristics and features of the existing data objects. The second task is
to utilize the built model to analyze, classify, or predict other data objects and determine the most suitable class for each object based
on the model’s criteria. This helps in effectively organizing and categorizing data objects into appropriate classes [16].

2.3. Ensemble learning
Ensemble learning is a machine learning method that integrates the predictions of multiple models to produce a more robust

prediction model. The idea behind ensemble learning is to combine the predictions of multiple models so that the overall performance
can be stronger and more accurate than individual models [17]. Boosting is one of the ensemble learning techniques. Boosting is a
technique that focuses on improving the performance of weak learners (models that perform slightly better than random chance) by
repeatedly overweighting misclassified examples and creating new models that focus on those misclassifications [24]. The main goal
of boosting is to combine several weak models or learners that can give slightly better predictions than random guesses, into a strong
and accurate model. The architecture of Boosting Algorithm is shown in Figure 2.

Figure 2. Architecture of Boosting Algorithm [25]

2.4. K-Fold Cross Validation
K-fold cross-validation is a model validation method where the dataset is divided into K subsets of uniform size. Each subset

in turn serves as the testing dataset, while the other subset becomes the training dataset. This process is repeated until all subsets have
served as test data. By using K-Fold Cross Validation, classification can be done more accurately and can avoid bias that may occur.
Training and testing are performed K times, the flow of the cross-validation process is depicted in Figure 3.

Figure 3. K-fold cross-validation

2.5. Extreme Gradient Boosting
XGBoost is an ensemble learning method of gradient boosting using a decision tree as the base learner [26]. XGBoost is a

powerful ensemble learning that combines multiple individual decision trees to improve prediction accuracy [9]. Through ensemble
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learning, each subsequent tree in the model aims to reduce the error or residual value of the previous tree’s prediction. In XGBoost, the
first tree predicts the target variable (Y) based on the input features. Subsequent trees focus on predicting the difference (| Y − Y 1 |)
between the actual target value and the cumulative prediction of the previous tree, which is shown in Figure 4. By iteratively adding
trees and updating predictions, XGBoost progressively minimizes the overall error and improves the prediction performance of the
model [27]. The predicted value at step t is denoted ŷ

(t)
i by Equation 1. fk(xi) describes the tree model. For yi is obtained from the

calculation in Equation 2.

Figure 4. XGBoost forming decision tree

ŷ
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Where, ŷ(t)i represents the final tree model, ŷ(t−1)
i denotes the tree model generated previously, ft(xi)is the new model built

and t refers to the total number of base tree models, indicating the iterative process of building and refining models Determining
the optimal number of trees and depth in the XGBoos) algorithm has important significance. The problem of finding the optimal
parameters can be addressed by introducing a new classification approach that is able to reduce the loss function, with the loss
function described in Equation 3.

Obj(t) =
n∑

i=1

l(yi, ŷ
(t)
i ) +

t∑
i=1

Ω(fi) (3)

Where, ŷ(t)i refers to predicted value, while yi is the actual value. The function l(ŷ
(t)
i , yi) is the loss function, used to measure

the difference between the predicted and actual values. Additionally, ω(fi) is the regularization parameter, which helps to prevent
overfitting by controlling the complexity of the model. Since the ensemble tree model in equation 3 serves as a parameter and cannot
be optimized via traditional optimization methods in Euclidean space, the approach is replaced with an additively trained model. This
replacement involves using ŷ

(t)
i at the i-th prediction and t-th iteration, creating a more flexible and effective approach to improving

model performance.

2.6. Evaluation Method
The confusion matrix records the result of analyzing the performance of the classification model. Confusion matrix is used to

evaluate and record the classification results by comparing the predicted and actual values of the data objects [28]. Confusion matrix
tables are used to measure the performance of the model, including accuracy, sensitivity and specificity, using Figure 5. Values for
overall accuracy, sensitivity, and specificity are calculated. This may be accomplished by taking the average of the overall sensitivity
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and specificity for each class. This is done to gain a sense of the model’s overall performance. The following is an evaluation based
on the confusion matrix. The True Positive (TP), False Positive (FP), False Negative (FN), and True Negative (TN) values for each
class can be calculated using Equation 4, 5, 6 and 7.

Figure 5. Multiclass confusion matrix

TPc(i) = Xi,i (4)

FNi =

j=1∑
n

ai,j ; ai,j =

{
xi,j , if i ̸= j

0, other
(5)

FPi =

j=1∑
n

ai,j ; ai,j =

{
xi,j , if i ̸= i

0, other
(6)

TNi =

n∑
j=1

n∑
k=1

cj,k; cj,k =

{
xj,k, if j ̸= i and k ̸= i

0, other
(7)

Next, the calculation of the overall accuracy, sensitivity and specificity values. This calculation can be done by calculating
the average of the total sensitivity and specificity for each class. This is done to get an overview of the overall model performance.
Evaluation based on Confusion Matrix as follows: (a) Accuracy shows how accurately the model classifies each data set correctly
with the formula as in Equation 8; (b) Sensitivity is the model’s ability to extract score information if the model properly predicts the
data using the method shown in equation 9; (c) Specificity describes the accuracy obtained based on the performance of a method
with the formula as in equation 10.

Accuracy =

∑n
i=1 TPi

N
× 100% (8)

Sensitivity =

∑n
i=1

TPi

TPi + FNi

n
× 100% (9)

Specificity =

∑n
i=1

TNi

TNi + FPi

n
× 100% (10)

3. RESULT AND ANALYSIS
3.1. Data Split Testing

The first experiment focuses on the XGBoost model’s k-fold comparison that is showed by Table 1. The k-fold method splits
data into k sections for cross-validation. Each experiment in k-fold used the same data and criteria, where the parameters were filled
with the default values shown in Table 2. This experiment was created in the context of XGBoost to test the performance of the model
with varied values of k in the k-fold, with the goal of discovering the optimal k value that produces the best results. Data split testing
experiment was separated from the parameter testing to ensure that the sensitivity analysis of the model to the k-fold value selection
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could be performed without interference from other variables. The findings of this experiment can give insight into the sensitivity of
the XGBoost model to k-fold value selection.

Table 1. Result of Experiment 1

K Fold Accuracy (%) Sensitivity (%) Specificity (%)
5 98.19 98.01 99.62
10 97.73 97.45 99.53

The finding of this study is that the performance of the model is dependent on the number of folds used. At k=5, the XGBoost
model achieved 98.19% accuracy, 98.01% sensitivity, and 99.62% specificity. However, when k is increased to 10, the performance
degrades somewhat, with accuracy reaching 97.73%, sensitivity 97.45%, and specificity 99.53%. From this, it can be concluded that
choosing the right k value plays an important role in affecting the performance of the XGBoost model, where too low or too high
k can result in a decrease in performance. When the k-fold value is higher, the variation of model performance measurements may
decrease as each cross-validation measurement is performed with a larger portion of the data. However, this may also increase bias as
fewer models are evaluated on different data. Conversely, with a lower k-fold value, the variation may be higher as the measurements
are performed on a smaller sample, but this can also help reduce bias as the model is evaluated on a wide range of test data. The results
of this study are in line with previous research [29] which shows that the number of folds in k-fold cross-validation can significantly
affect model performance.

3.2. Parameter Testing
The second experiment employed the 5-fold cross-validation approach to tune parameters. The parameter tuning procedure is

a vital stage in model development that involves changing the values of model parameters to improve performance. In the context of
XGBoost, parameter tuning involves adjusting parameters such as learning rate, gamma, max depth, and n estimator. Using 5-fold
cross validation, this experiment aims to evaluate the effectiveness and consistency of parameter tuning results on XGBoost models.
The results of this experiment can provide insight into the optimal way of configuring the model parameters to achieve maximum
performance. This aim of this experiment is to identify the parameters that are effective in improving model performance without
being affected by data variations that can occur in the training and testing sets. This is the reason why data split testing and parameter
testing are separated. In this case, the XGBoost results obtained through parameter tuning are expected to be more in line with the
purpose of classification, which is to improve the performance model in diagnosing Celiac disease. XGBoost parameters tested by
this study are shown in Table 2.

Table 2. Parameter tuning of XGBoost

Parameter Description Value
Default Tuning

Learning rate Weight correction value in the training process [30] 0.3 0.1, 0.3, 0.5, 0.7
Gamma Minimum loss reduction [30] 0 0, 1, 3, 5

Max depth Maximum depth of tree XGBoost [30] 6 3, 6, 9
N estimator Number of trees in the process that XGBoost will try to learn [31] 100 50, 100

Based on the parameters presented in Table 2, 96 trials were conducted for each training data and testing data to evaluate the
performance of the XGBoost model. From the various parameter combinations tested, the best model goodness is obtained when
XGBoost is set with the max depth parameter of 3, n estimator of 100, gamma of 0, and learning rate of 0.3. This parameter selection
proved to be optimal in improving model performance. The test results showed that the accuracy, sensitivity, and specificity values
reached more than 98%. The application of this parameter tuning not only improves the accuracy of the model, but also strengthens
the model’s ability to classify data more precisely and efficiently. Overall, these results underscore the importance of parameter
optimization in machine learning, especially in algorithms such as XGBoost, to produce superior and reliable classification models
under various data conditions.

3.3. Experimental Comparison
Based on the experimental results of parameter tuning on the XGBoost model with 5-fold cross-validation, there is a significant

performance improvement compared to the use of default parameters. With optimally tuned parameters, the model achieved an
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accuracy of 98.64%, a sensitivity of 98.43%, and a specificity of 99.72%. This comparison was with the model using the default
parameters, which had an accuracy of 98.19%, sensitivity of 98.01%, and specificity of 99.62%. Parameter tuning successfully
improved the performance of the XGBoost classification model where accuracy increased by 0.45%, Sensitivity increased by 0.42%
and specificity increased by 0.10%. The findings of this study were that parameter tuning successfully improved all three model
performance evaluation metrics. The model comparison can be seen in Figure 6. The results of this study are in line with or
supported by previous research which shows that parameter tuning can provide a significant improvement in the performance of the
XGBoost model. For example, research by [32] which showed that parameter tuning in the XGBoost model provided a significant
performance improvement in predicting bank distress in the Eurozone. In addition, research by [33] also supports this finding, where
parameter tuning increases the effectiveness of the XGBoost model in detecting network intrusions.

Figure 6. Comparison of XGBoost models

3.4. Confusion Matrix Evaluation
This Confusion Matrix in Figure 7, shows the number of correct predictions for each class, with the main diagonal (from top

left to bottom right) reflecting the values correctly identified by the model. For example, the class ”None” was correctly predicted
70 times, the class ”Atypical” 108 times, the class ”Typical” 59 times, the class ”Silent” 44 times, the class ”Latent” 78 times, and
the class ”Potential” 76 times. This number indicates how many instances within each class were correctly classified. The overall
accuracy can be calculated as the number of correct predictions divided by the total number of predictions (the total number of
elements in the Confusion Matrix). Based on the dominance of the values on the main diagonal, it can be concluded that the model
has a good performance in classifying the data to the correct class. From this Confusion Matrix, it can be seen that the model
performs very well in classifying the classes ”None,” ”Atypical,” ”Latent,” and ”Potential,” with only slight errors in the classes
”Typical” and ”Silent.” This error in prediction is likely due to the similarity in features between these classes. Overall, the model
performed strongly, but may require further refinement to reduce errors in the more difficult to distinguish classes. In general, the
research results after tuning parameter are shown in Table 3.

Figure 7. Best Confusion Matrix

Table 3. Pembagian data untuk Training dan Testing

Accuracy (%) Sensitivity (%) Specificity (%)
98.64 98.43 99.72
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3.5. Parameter Interpretation of XGBoost

The findings of this study are that with this parameter configuration, it is concluded that the default does not produce optimal
performance on classification with celiac disease data. However, by reducing the tree depth to 3, optimal results can be achieved.
This suggests that in the context of celiac disease, it is better to have a simpler decision tree than a deeper one, as a form of overfitting
prevention. The results of testing parameter variations in the XGBoost classification model provide a number of important conclusions
(See in Figure 8). First, in the context of learning rate, choosing a high value can improve the accuracy of the model, but must be
balanced so as not to cause too slow convergence or overfitting. A low learning rate, on the other hand, can slow down convergence
and even stop training before reaching the optimum, that in line with [33]. Second, it is discovered that smaller Gamma values can
enhance accuracy by making the decision tree deeper and more complicated, which is especially useful in datasets with substantial
variance. However, excessive Gamma values must be avoided in order to prevent simplifying the decision tree [30]. Third, it was
determined that tree depth influences model accuracy in the Max depth variation. Low depth minimizes overfitting on noisy data, but
max depth captures more complicated patterns. Choosing the best Max depth is critical for striking a compromise between avoiding
overfitting and increasing prediction performance, in accordance with [34]. Finally, a higher number of n estimators adds to increased
accuracy, although care must be given to avoid potential overfitting, as reported by [32]. As a consequence, the parameter testing
results give useful information for improving the XGBoost model in terms of balancing model complexity and data characteristics.

(a) learning rate (b) gamma

(c) max depth (d) n estimator

Figure 8. Graph of the Effect of XGboost Parameters on the Average Percentage of Accuracy

It is important to compare the results of this study with previous studies that have also focused on classification. A compar-
ison of the XGBoost model with previous research is shown in Table 4. The Random Forest model, which used the same celiac
dataset, achieved the highest accuracy of 97%. While this is an excellent performance, the XGBoost model in this study managed to
outperform it with an accuracy of 98.64%. On another celiac dataset, the Linear SVM achieved 94% accuracy, which is lower than
XGBoost. Different datasets may have different characteristics, which may affect the model accuracy results.

Table 4. Comparison of the Results of this Research Model with Previous Research

Model Highest accuracy
Random Forest [35] 0.97

Linear SVM [1] 0.94
XGBoost with tuning parameter 0.98
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4. CONCLUSION
This study includes two experiments that use parameter adjustment and k-fold cross-validation to assess the effectiveness of

the XGBoost model in data categorization. it can be concluded that the parameter adjustments made, combined with the use of k-fold
cross-validation, significantly improved the performance of the XGBoost model. With accuracy, sensitivity, and specificity reaching
over 98%, the model showed high effectiveness in classifying the data with consistent accuracy. These results show that XGBoost,
with parameters adjusted and validated through k-fold cross-validation, is able to provide optimal performance for data classification
in this study. This success also shows the potential of this model to be applied to similar cases in the future, with proper parameter
adjustments to achieve the best results. The study’s contribution is the validation of the significance of parameter adjusting and k
value selection in enhancing the XGBoost model’s performance. These results underscore the importance of adjusting parameters
appropriately to achieve an optimal model. Optimal parameter configuration not only improves the overall performance of the model
but also proves that the right settings can have a significant positive impact on the evaluation results of classification models. However,
the range of parameters and the variety of data utilized in this study are limited, thus the conclusions drawn from this research should
be carefully reviewed before being broadly generalized beyond the constraints of this current study. To confirm and reinforce the
findings, future studies can test this model on a larger range of data and broaden the range of parameters.
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