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ABSTRACT

This study introduced a specifically optimized DenseNet architecture for recognizing Javanese
Hanacaraka characters, focusing on enhancing efficiency and accuracy. The research aimed to pre-
serve and celebrate Java’s rich cultural heritage and historical significance through the development of
precise character recognition technology. The method used advanced techniques within convolutional
neural networks (CNN) to integrate feature extraction across densely connected layers efficiently. The
result of this study was that the developed model achieved a training accuracy of 100% and a val-
idation accuracy of approximately 99.50% after 30 training epochs. Furthermore, when tested on
previously unseen datasets, the model exhibited exceptional accuracy, precision, recall, and F1-score,
reaching 100%. These findings underscored the remarkable capability of DenseNet architecture in
character recognition, even across novel datasets, suggesting significant potential for automating Ja-
vanese Hanacaraka text processing across various applications, ranging from text recognition to dig-
ital archiving. The conclusion drawn from this study suggests that optimizing DenseNet architecture
can be a significant step in preserving and developing character recognition technology for Javanese
Hanacaraka while supporting broader applications within the context of Javanese culture and history.
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1. INTRODUCTION
The emergence of digital image processing technology has opened new avenues in various fields, particularly in cultural

heritage preservation, through efficient and accurate character recognition. One primary focus in this domain is recognizing characters
in the Javanese script Hanacaraka, a traditional writing system deeply ingrained in Javanese cultural wealth and steeped in profound
historical significance. Hanacaraka represents a unique and valuable form of writing within the Javanese cultural context, serving
as a means of communication and a symbol of rich cultural identity and extensive history. Each character in the Javanese script,
Hanacaraka, possesses distinct shapes and carries profound meanings, often reflecting Javanese cultural values and philosophies [1].
These characters are integral to Javanese culture and history, serving as more than just communication tools but also as symbols of
cultural identity. Therefore, character recognition in the Javanese script Hanacaraka is important in preserving and understanding
Javanese cultural heritage [2].

In this contemporary digital era, the importance of character recognition in Javanese script Hanacaraka has increased, especially
in cultural heritage preservation and dissemination. Despite significant advancements in character recognition, some challenges
remain, particularly in the Javanese script Hanacaraka recognition domain, characterized by its complex structure and unique features,
as in Figure 1. One of the industry-standard approaches to character recognition is Convolutional Neural Networks (CNNs) [3]. CNNs
are artificial neural networks inspired by how humans process visual information [4]. They utilize convolutional processes to extract
features from images and learn complex patterns such as character recognition [5], alphanumeric pattern recognition [6], handwriting
recognition [7], and recognition of other complex patterns in raw data form [8]. Thus, CNNs have become the preferred choice in
various character recognition applications due to their ability to learn complex patterns from images [9].

Some of the differences between this research and previous research studies utilizing CNNs include research [10] that compared
pooling methods for Javanese script characters and obtained results of 93% for average pooling and 92% for max pooling using a 5x5
filter. Moreover, A. Budiman et al. identified Javanese script patterns using the Ngaglena script and Histogram Chain code method
and achieved an accuracy of 76%. However, the current research focuses on the Javanese script Hanacaraka, known as the classical
Javanese script, which presents a unique challenge [11]. Research [12] investigated Javanese script characters using the random forest
algorithm with 6000 data points and obtained accuracy, precision, and recall results of 97.7%, while the current study employs 12000
data points.

Characters in Javanese script indeed present fascinating research subjects. However, in the context of character recognition in
the Javanese script Hanacaraka, the utilization of DenseNet architecture becomes an intriguing point of interest. DenseNet is a type
of artificial neural network architecture characterized by dense connections between its layers. Unlike CNNs, which utilize sparse
connections between layers, DenseNet connects each layer directly to one another, enabling more efficient information flow and
reinforcing feature learning. With this unique structure, DenseNet offers the potential to enhance character recognition performance,
especially in cases involving Javanese Hanacaraka script with its structural complexity and uniqueness. Therefore, this study aims to
explore the use of DenseNet in this context to provide a deeper understanding and better results in Javanese Hanacaraka script char-
acter recognition. The contribution of this research to the development of science lies in the increased understanding of DenseNet’s
potential in character recognition, particularly in the Javanese Hanacaraka script. Additionally, this research may offer practical
benefits in developing character recognition technology for specific languages and cultures while encouraging further research in the
field of character recognition based on distinctive scripts.

2. RESEARCH METHOD
This research employs a quantitative methodology, utilizing image data as the subject for computation using the CNN method

with DenseNet architecture and a learning rate of 0.001, with Adam optimizer as an additional component. The study utilizes Google
Colab and various libraries as supporting tools.

2.1. Data Source
The study employs the Convolutional Neural Network (CNN) method with DenseNet121 architecture for recognizing Ja-

vanese script Hanacaraka characters. The dataset is available via Kaggle Hanna Hunafa and comprises 20 labels of Javanese script
Hanacaraka characters, totaling 8,400 training data, 2,400 test data, and 1,200 validation data. All data are in the form of PNG images
in grayscale format.
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Figure 1. Javanese Script Hanacaraka (Image Adopted From pinterest.com)

2.2. Research Steps
The research begins with a literature review search as the first step to comprehend the theoretical foundations and related

studies. The subsequent step involves collecting a suitable dataset aligned with the research objectives. This dataset then undergoes
preprocessing to prepare it according to the analysis requirements. The Convolutional Neural Network (CNN) algorithm is imple-
mented, utilizing the DenseNet architecture to extract features from the preprocessed dataset. The next process entails training the
CNN model using the preprocessed dataset. Once the model is trained, testing is conducted to evaluate the model’s performance.
The prediction results from the model are evaluated to determine accuracy and overall performance. The output of this research is
the prediction results representing the model’s effectiveness in solving the investigated problem, as elaborated in Figure 2.

Figure 2. Flowchart of Research Stages

2.3. Convolutional Neural Network
Convolutional Neural Network (CNN) is a type of artificial neural network specifically designed for image recognition prob-

lems inspired by biological visual recognition processes [13]. CNN consists of multiple layers, including an input layer, convolutional

DenseNet Architecture for Efficient . . . (Egi Dio Bagus Sudewo)



456 r ISSN: 2476-9843

layer, pooling layer, fully connected layer, and output layer [14], as shown in Figure 3. The convolutional layer, as the core of CNN,
plays a crucial role in extracting image features. By scanning the image using convolutional kernels, the convolutional layer can uti-
lize information from neighboring regions in the image to extract relevant features [15]. Commonly used CNN architectures include
ResNet-18 [16], MobileNet [17], VGG16 [18], AlexNet [19], and InceptionV3 [20], among others [21].

Figure 3. Architecture of CNN

2.4. DenseNet
The DenseNet architecture is a well-known artificial neural network architecture notable for its dense connections between

layers [22]. This means that each layer in the DenseNet architecture receives input not only from the previous layer but also from
all previous layers in the network, as shown in Figure 4. In other words, each layer directly connects to every preceding layer. This
creates a highly dense and interconnected structure within the network. The DenseNet architecture facilitates a more efficient and
robust information flow across the network. Because each layer has direct access to information from previous layers, the network
can leverage features extracted from all levels of image resolution, from early layers to deeper layers. This helps prevent information
loss during forward propagation and can enhance the network’s overall performance [23].

Figure 4. Architecture of DenseNet

Additionally, DenseNet’s compact architecture significantly reduces the number of parameters required for the network to
function, as some features are shared across various layers. This can alleviate overfitting issues and enable training with smaller
datasets [24]. In this study, the researcher utilized DenseNet121, a basic variant of the DenseNet architecture consisting of 121
layers, as depicted in Figure 5 [25]. In practice, DenseNet is commonly employed in tasks related to image recognition, such as
image classification, object detection, and image segmentation. Its main advantage in these tasks lies in its ability to learn highly
robust feature representations from input images using efficient dense connections [26].
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Figure 5. Densenet Parameters of This Research

2.5. Preprocessing
In this research, the processing process changes the image size to 64x64 pixels. This is done to ease training and simplify the

model training process. Preprocessing of each data improves application performance [27].

2.6. Evaluation
Evaluation is vital in assessing the performance of data mining techniques. Commonly, classification models are evaluated

using a confusion matrix to calculate accuracy. This matrix helps measure test results based on the dataset, aiding in computing
accuracy, defined as the proportion of correct classification outcomes among the total evaluated dataset, including true positives and
true negatives [26].

a. Accuracy: Accuracy emerges as the primary metric for evaluating the performance of our deep-learning classifiers. It is
computed in Equation (1) by adding true positives and true negatives and then dividing by the total sum of the confusion matrix
components. While having a dependable model is paramount, it is equally critical to maintain balanced datasets with nearly
equivalent false positive and false negative values. Hence, the components of the confusion matrix mentioned earlier are vital
for evaluating the accuracy of Javanese script recognition.

Accuracy (%) =
TP + TP

TP + FP + FN + TN
∗ 100 (1)

b. Precision: Equation (2) describes the correlation between true positive predictions and the overall positive predictions.

Precision =
TP

TP + FP
(2)

c. Recall: In Equation (3), Recall, also referred to as sensitivity, indicates the proportion of true positive predictions relative to
the combined total of predicted true positives and false negatives.

Recall =
TP

TP + FN
(3)
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d. F1-score: The F1-score, represented as (4), acts as a holistic gauge of the model’s accuracy by combining precision and recall.
It is twice the ratio of the product to the sum of precision and recall metrics.

F1− score = 2

(
Precision x Recall

Precision+Recall

)
(4)

3. RESULT AND ANALYSIS
This study utilizes Google Colab to build the model, leveraging various supporting libraries such as Torch and Sklearn. Addi-

tionally, Torchvision is employed for preprocessing tasks such as cropping and resizing, among others. Initially, the data undergoes
Torchvision preprocessing before being fed into the model. The model training process is carried out through an iterative process
known as epochs, where each epoch involves processing the entire training dataset once. During the training process using CNN
with DenseNet architecture, various metrics are evaluated for each epoch, including the time taken for each epoch, training accuracy,
training loss, validation accuracy, and validation loss. Figure 6 in the research report illustrates the final results from epoch 30 of the
training process. This research yielded highly impressive results at epoch 30, utilizing 8400 training data, 2400 testing data, and 1200
validation data as the dataset, with the dataset size transformed into 64x64 pixels, using a learning rate of 0.001 and Adam optimizer.

Figure 6. Result from Research

The model’s performance during training, validation, and testing was exceptional. In the 30th epoch, the model achieved 100%
accuracy in training. This can be observed in the confusion matrix diagram. Figure 7 indicates its ability to ”memorize” the Javanese
script Hanacaraka training data effectively.

Figure 7. Matrix Confusion

During the validation process, the model demonstrated exceptional performance with an accuracy of 99.50%, showcasing its
proficiency in classifying new data while minimizing significant overfitting risks. This achievement can be attributed to preprocessing
steps, particularly the resizing of the dataset, as depicted in Figure 8, which likely facilitated better model generalization. Furthermore,
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when tested with previously unseen test data, the model exhibited flawless results, achieving perfect accuracy, precision, and an F1
score of 100%. These remarkable outcomes were further validated through meticulous matrix calculations presented in Figure 7,
utilizing Equations (1-4), and visually depicted in the training line graph in Figure 8. Such findings confirm the model’s effectiveness
and highlight its robustness in handling various data types. Additionally, this study emphasizes the superiority of the CNN approach
with DenseNet architecture over traditional methods, as evidenced by surpassing previous research benchmarks in Javanese character
recognition. This accomplishment necessitates further analysis to identify potential patterns in recognition accuracy and potential
sources of errors that could impact the model’s performance. Such insights may include identifying character classes with lower
recognition accuracy or patterns in recognition requiring further investigation. Additionally, addressing challenges encountered
during testing is crucial to understanding when the model may not deliver optimal results, such as difficulties in recognizing characters
or patterns in test data affecting performance. There might also be a risk of overfitting due to limited data if the training epochs are
too high. Through comprehensive analysis, we can gain deeper insights into the strengths and weaknesses of the DenseNet model in
Javanese character recognition, guiding future development and improvement.

Figure 8. Line Graph of Training and Validation Results

Furthermore, this underscores that the CNN method with DenseNet architecture surpasses comparisons with methods like
CNN by just pooling or using other methods in previous research for recognizing Javanese characters [9–11], as described in Table 1.
Based on the comparison in Table 1, the findings in this research are that the CNN method with DenseNet architecture can recognize
Javanese script letter objects. This is in line with previous research, which used the same method. This research shows better results
than previous research.

Table 1. Comparison of Previous Research with This Research

Research Title Researcher Name, Year Object of Research Method Result
Identification of Learning
Javanese Script Hand-
writing Using Histogram
Chain Code

Budiman, Arif, Fadlil, Ab-
dul, Umar, Rusydi 2023
[11]

Javanese Ngaglena Script Histogram Chain Code The accuracies of these models vary,
with the highest accuracy achieved by
the HCC model with 72 parameters and
images divided into 9 parts, reaching
83%.

Classification of handwrit-
ten Javanese script using
random forest algorithm

Rasyidi, Mohammad
Arif Bariyah, Taufiqotul
Riskajaya, Yohanes Indra
Septyani, Ayunda Dwita,
2021 [12]

Javanese Hanacaraka Script Random Forest Algorithm From the experimental results, it is ev-
ident that the generated random forest
model is capable of classifying Javanese
script characters very accurately, with
accuracy, precision, and recall reaching
97.7%.

Continued on the next page
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Continuation from the previous page
Research Title Researcher Name, Year Object of Research Method Result

Pooling Comparison in
CNN Architecture for
Javanese Script Classifica-
tion

Muhdalifah, Mujastia Fe-
liati, 2021 [10]

Javanese Hanacaraka Script Pooling Comparison in
CNN

Based on the experimental results, av-
erage pooling can yield higher accuracy
compared to max-pooling layers. Fur-
thermore, average pooling also achieves
faster training times. It can be con-
cluded that average pooling produces
the best Javanese script classification
performance.

DenseNet Architecture
for Efficient and Accurate
Recognition of Javanese
Script Hanacaraka Char-
acter

Egidio, Kunta, Fadlil,
2024

Javanese Hanacaraka Script CNN with DenseNet Ar-
chitecture

After 30 training epochs, our model
achieved a remarkable 100% training
accuracy and around 99.50% validation
accuracy with careful training meth-
ods and customized data augmentation
procedures. Surprisingly, our model
demonstrated exceptional overall accu-
racy, precision, recall, and F1-score, all
reaching 100%, when evaluated on un-
published datasets.

Table 2 presents several examples of prediction results for Javanese script letters. Out of the 20 letters, the researcher showcases
predictions for 5 letters: Ba, Ca, Da, Dha, and Ga. This table offers insight into the model’s performance by showcasing the predicted
outcomes for a selection of input samples. These predictions are crucial for demonstrating the effectiveness and accuracy of the
model in recognizing and classifying Javanese characters.

Table 2. Sample Prediction Result

Character Sample Character images Prediction Results

Ba

Ca

Da

Dha

Continued on the next page
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Continuation from the previous page
Character Sample Character images Prediction Results

Ga

4. CONCLUSION
This study demonstrates that the utilization of DenseNet architecture for recognizing Javanese Hanacaraka characters has

yielded highly impressive results, with training and validation accuracies reaching 100% and 99.50%, respectively. The testing re-
sults also indicate excellent performance, with accuracy, precision, recall, and F1 score all achieving 100%. Implications of this
research encompass a better understanding of character recognition technology and the need for further exploration of integrating
this technology into everyday societal use. Suggestions for further development include exploring larger datasets, practical applica-
tions such as handwriting recognition, model performance optimization, and further research using Javanese Hanacaraka characters
in modern applications. Consequently, this study has the potential to significantly contribute to the development of efficient and
accurate Javanese Hanacaraka character recognition technology. However, it is important to acknowledge research limitations such
as constraints in dataset availability, model performance, or result generalizability, underscoring the necessity for additional steps to
address these limitations in future research.
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