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ABSTRACT

Online job searching is one of the most efficient ways to do this, and it is widely used by people
worldwide because of the automated process of transferring job recruitment information. The easy
and fast process of transferring information in job recruitment has led to the rise of fake job vacancy
fraud. Several studies have been conducted to predict fake job vacancies, focusing on improving
accuracy. However, the main problem in prediction is choosing the wrong parameters so that the
classification algorithm does not work optimally. This research aimed to increase the accuracy of fake
job vacancy predictions by tuning parameters using GridSearchCV. The research method used was
SVM and Gradient Boosting with parameter adjustments to improve the parameter combination and
align it with the predicted model characteristics. The research process was divided into preprocessing,
feature extraction, data separation, and modeling stages. The model was tested using the EMSCAD
dataset. This research showed that the SVM algorithm can achieve the highest accuracy of 98.88%,
while gradient enhancement produces an accuracy of 98.08%. This research showed that optimizing
the SVM model with GridSearchCV can increase accuracy in predicting fake job recruitment.
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1. INTRODUCTION

Technological developments like today, coupled with the emergence of artificial intelligence, machine learning, and so on,
make almost all jobs such as education, health, government, business, and others be completed more easily [1–3], especially with
internet media [4]. This is because information traffic moves very fast in this digital era. Like online job search, this is one of the
most efficient ways that many people worldwide use because of the automatic job recruitment information transfer process [5, 6].
Companies do not need to spend too much money to announce job recruitment information, and so do prospective job applicants who
do not need to spend more money, time, and effort to obtain this information [7, 8]. However, due to the rapid growth of information
on the internet today, the world can easily deal with the problem of misinformation, such as fake content that comes in several forms
and how it is packaged [9]. So, the ability to assess the credibility of information on the internet is considered an important topic by
various fields of study, such as information science, psychology, sociology, and digital technology [10].

Many job recruitment offers on the Internet, and easy access to information that can be done anytime and anywhere are major
advantages in the job search process. However, with the ease of accessing various information on the internet, the risk of fraud also
increases, both in the field of job recruitment [11]. Instead of being an opportunity to share job recruitment information quickly, it
has now increased the number of fake job recruitment, which annoys many people [12]. Job recruitment fraud on the internet is a
dangerous act that damages the reputation of stakeholders, steals personal information, and causes economic loss [13].

Job recruitment or employment scams have increased during the Covid-19 pandemic. According to Consumer News and
Business Channel (CNBC), job scams have doubled since 2017 [14]. As a result, many victims are deceived by fake job recruitment
because fraudsters provide very tempting job offers to job seekers [15]. Scams can occur in various ways: (1) Job advertisements
with attractive amounts of income to collect applicant personal data, including address, bank account, social security number, and
more (2) Asking applicants to take an online test for a few minutes and then direct them to fake application sites to collect banking
information, payments for specific purposes, and (3) downloading any virus or malware on the applicant’s computer or mobile device
to obtain survey system history [14]. This makes it necessary to detect fake job recruitment on the internet for the safety of many
people. Machine learning is a form of technological development that is very helpful in automatically overcoming fraud patterns, as
in this case in classifying or predicting [16, 17].

However, previous research has conducted fraud detection in job recruitment using XGBoost. The research managed to get an
accuracy of 97.94% [13]. The research found that the organizational type of feature is the best feature in detecting recruitment fraud
as an independent model. Research conducted by Naude et al. also focuses on detecting fake job recruitment types using the Gradient
Boosting algorithm and using the steamy empirical rule set feature part-of-speech tags and bag-of-words vectors [18]. The research
succeeded in achieving an F1 score of 88%. Research related to the detection of fake job recruitment has also been carried out by
Bandyopadhyay et al., which used single and ensemble classifiers; this study found that the Random Forest algorithm achieved an
accuracy of 98.27% [12]. SVM and XGBoost in detecting fake job recruitment have also been carried out before and produced a
quite good performance with an accuracy rate of 87.4% and 98.53 [19]. The FJD-OT technique, namely the oversampling technique
to increase predictability in detecting fake job recruitment, removal of stopwords, tokenizer, TF-IDF, and the application of SVM
SMOTE to balance fake and real data has been carried out by previous studies and showed an increase in predictability [20]. By
applying the Bi-LSTM model, the previous research also obtained quite good performance with an accuracy of 98.71% in detecting
genuine and fake job recruitment [21].

So far, previous studies have successfully utilized various methods to detect fraud in job recruitment. Although the results
obtained in previous studies have achieved good accuracy, some gaps can still be developed to optimize the accuracy obtained.
Therefore, this research seeks to make further contributions in focusing on developing fake job recruitment detection models, specifi-
cally by integrating SVM and Gradient boosting algorithms using hyperparameter tuning with GridSerachCV. With the new methods
used, this research aims to fill the gaps that still exist in the literature and improve the accuracy of fake job recruitment detection to a
higher level.

The remainder of this paper is organized as follows: Section 2 provides a research framework for feature extraction, SVM-
Gradient boosting model, parameter tuning using GridSearchCV, and model evaluation. Then, Section 3 compares the results of these
experiments. Finally, we conclude the paper by summarizing our contributions and discussing future research directions in Section
4.

2. RESEARCH METHOD

This research was carried out in stages. The research phase is divided into preprocessing, feature extraction, split data, and
Modeling. The research steps carried out can be seen in Figure 1.
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Figure 1. Research Method

2.1. Pre-Processing

The first stage in pre-processing is data collection and data cleaning. This research uses a public dataset from Kaggle to predict
fake job recruitment. The dataset used is EMSCAD (Employment Scam Aegean Dataset), which can be accessed at the URL
link:https://www.kaggle.com/datasets/amruthjithrajvr/recruitment-scam. The dataset contains 17,880
job recruitment ads. The features in the dataset include 18 features. The features include title, location, department, salary range,
company profile, description, requirements, benefits, telecommuting, the company logo, questions, employment type, required expe-
rience, required education, industry, function, and fraud in the balanced dataset. The dataset has been labeled with 17,014 legitimate
job ads and 866 fake job recruitment ads. The job recruitment ads were published from 2012 to 2014. After the data is collected, the
next step is to clean the data. The data is loaded and processed using the Python programming language on the Google Collaboratory
platform. Cleaning data is crucial in preparing and ridding the data of various attributes that may interfere with the modeling per-
formance [22]. Data cleaning includes the process of identifying, correcting, and fixing errors, inconsistencies, or discrepancies in
the data, such as deleting unnecessary columns, filling empty values with empty strings, and merging multiple columns into a single
’text’ column. Data cleaning ensures that the data used in analysis or modeling is high quality, reliable, and clean. High-quality data
creates a solid basis for rational decisions and reliable results in data analysis.

2.2. Feature Extraction

Feature Extraction was performed in this study to convert the job description text into a numerical representation for model
analysis and training. Recruitment detection TF-IDF (Term Frequency-Inverse Document Frequency) is used in fake jobs. TF-IDF is
a statistical method that performs calculation in the form of multiplying two metrics in a set of text, then dividing it by the number
of occurrences of a word in a document (TF) and the inverse document frequency (IDF) of the word [23]. In this case, TF-IDF
helps illustrate the importance of words that appear more frequently in job descriptions. It also helps highlight the keywords in
the job posting content that can differentiate between fake and genuine recruitment. TF-IDF also helps in selecting features that
are significant in distinguishing between fake and real job recruitment classes through word weighting [24, 25]. Words that appear
frequently in the data content are given high weights, while low weights for words common in documents or job categories. Not only
that, but TF-IDF in this classification also helps in dimensionality reduction or feature reduction. Because the analysis of datasets
in the form of text often experiences high dimensionality due to the large number of words. So, words that have low weight or are
less important can be removed or given lower weight, thus reducing the dimensionality of the features used in modeling. Thus, the
application of feature extraction is very important in research.

2.3. Data Splitting

In this step, the dataset is divided into a subset of training data (training data) and a subset of test data (testing data). This
separation is important for testing model performance on data that has never been seen. A comparison between training and test data
is between 80% and 20%. Split data is done using the library in sklearn using the train test split function.

Optimization of SVM . . . (Rofik)
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2.4. Model Building
The modeling process is performed using the SVM (Support Vector Machine) algorithm and the Gradient Boosting algorithm.

This process aims to develop a fake job recruitment classification model to achieve high accuracy. The dataset used in this research
contains a lot of text in the form of descriptions. Furthermore, this SVM algorithm is used because SVM is often used in conjunction
with text datasets [26]. The concept of this algorithm is to focus on separating two classes with a line called a hyperplane with a
maximum margin, which is the largest distance between the hyperplane and the closest points of each class of data. The decision
obtained between the two classes is also maximized with the maximum margin. The advantage of this algorithm is that if the data
used cannot be separated linearly, then non-linear transformation techniques can be performed to map the data to a higher dimension.
SVM also uses a kernel function to calculate the distance between data points, which can streamline SVM performance. Thus, SVM
is suitable for detecting job recruitment between fake and real [27]. Another advantage of this SVM algorithm is the ability to reduce
overfitting and the ability to use many features [28]. Here is the modeled formula for the operation of SVM with a linear kernel in
Equation (1) and RBF (Gaussian) in Equation (2).

f(x) = sign(

N∑
i=1

aiyi(x
T yi) + b) (1)

where :

ai is the Lagrange coefficient, determining the importance of each training sample in the model. yi is the class label of the
training sample, helping determine the direction and polarity of the decision. x is the input feature vector to be predicted and tested
for its proximity to the hyperplane. b is the bias parameter, determining the hyperplane’s location relative to the data’s center.

In the case of a linear kernel, SVM attempts to create a straight line (hyperplane) to separate data between classes. This
function examines how close each test data point (x) is to this line. If the result is positive, the data is considered class one; otherwise,
if negative, it is considered another class. The SVM formula using the RBF kernel is as given in Equation (2).

f(x) = sign(

N∑
i=1

aiyiexp(−
|p x− yi p|2

2σ2
) + b) (2)

where :

σ is a parameter controlling the sharpness of the RBF kernel function curve. A larger value makes the function flatter, while a
smaller value makes it sharper. This influences how sensitive the model is to the distance between data points.

In the case of an RBF kernel, SVM operates by evaluating how close the test data points (x) are to the training points (yi) using
an exponential function. A positive result indicates class one, while a negative result indicates another class.

In addition, the Gradient Boosting algorithm is also modeled in this research. Gradient Boosting is an ensemble learning
algorithm that creates a strong model with high accuracy by combining many weak learnings with relatively low accuracy 29, 30.
This algorithm works by iteratively learning and improving the weaknesses of previous models by emphasizing samples that are
difficult to classify. The process starts with predicting the target variable, and then the model is built to shape the residuals generated
by the previous model. The process is repeated while optimizing the model parameters and weighting each model’s performance
to correct previous prediction errors. The advantage of this algorithm is that it handles class imbalance, and it is suitable due to
the different numbers of legitimate jobs and fake jobs in the dataset used. Here is how gradient boosting works. Start by initializing
predictions using a simple decision tree, as shown in Equation (3), and calculate the residual resulting from predictions as in Equation
(4).

f0(x) = argimΣn
i=1L(yi, y) (3)

ỹim = −[
∂Ψ(yi, F (xi))

∂F (xi)
] = Fm−1 (4)
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Build an additional decision tree that predicts the residual values from all independent variables. Update predictions with
newly calculated values using the learning rate, as in Equation 5.

Fm(x) = Fm−1(x) + vΣj
j=1myjm1(xεRjm) (5)

Iterate again from steps 2 to 4 according to the specified number of iterations or the predetermined number of trees; the two
algorithms, SVM and Gradient Boosting, produce a model that can be used to predict and detect fake job recruitment.

2.5. Parameter Tuning
In the process of developing SVM and Gradient Boosting algorithm models, parameter tuning is conducted to find optimal

parameter combinations, ensuring that the built classification models perform optimally in detecting fake job recruitments. This re-
search utilizes the GridSearchCV method, which evaluates models using possible combinations from a parameter grid. It explores all
specified parameter combinations through cross-validation. The SVM algorithm’s parameters include the ’C’ parameter controlling
the trade-off between maximum margin and misclassification quantity. Tuning is also performed on the kernel to map data to higher
dimensions, and the ’gamma’ parameter controls the extent of the influence of sample data. Parameters ’C’ with values [0.1, 1, 10],
’kernel’ with values [’linear’, ’rbf’], and ’gamma’ with values [’scale’, ’auto’] are evaluated and compared to discover the optimal
parameter combination. On the other hand, the Gradient Boosting algorithm employs several tuning parameters such as ’n estimator,’
determining the number of decision trees to be built and used in the ensemble. These trees are constructed sequentially, with each
tree attempting to correct prediction errors made by the previous tree. The ’learning rate’ parameter controls the contribution of each
tree in the ensemble, with smaller values requiring more trees to build a robust model. The ’max depth’ parameter measures the
maximum depth of each tree in the ensemble, as excessively high values may cause overfitting. At the same time, values that are
too low may result in a model that is too simplistic and unfit. Parameters ’n estimator’ with values [50, 100], ’learning rate’ with
values [0.1, 0.5], and ’max depth’ with values [3, 5] are also evaluated and compared to find the optimal parameter combination for
the Gradient Boosting model’s best performance.

On the other hand, the Gradient Boosting algorithm employs several tuning parameters such as ’n estimator,’ determining the
number of decision trees to be built and used in the ensemble. These trees are constructed sequentially, with each tree attempting
to correct prediction errors made by the previous tree. The ’learning rate’ parameter controls the contribution of each tree in the
ensemble, with smaller values requiring more trees to build a robust model. The ’max depth’ parameter measures the maximum
depth of each tree in the ensemble, as excessively high values may cause overfitting. At the same time, values that are too low may
result in a model that is too simplistic and unfit. Parameters ’n estimator’ with values [50, 100], ’learning rate’ with values [0.1, 0.5],
and ’max depth’ with values [3, 5] are also evaluated and compared to find the optimal parameter combination for the Gradient
Boosting model’s best performance.

2.6. Model Evaluation
Model evaluation tests the model constructed using previously unseen test data. This evaluation is performed to measure the

model’s performance through accuracy (6), precision (7), recall (8), and F1-score (9) values. Model evaluation is carried out using a
confusion matrix table to assess the performance of each algorithm [31] . The confusion matrix is a table that provides information
about the number of correct and incorrect predictions for each class. From this confusion matrix, we can assess the classification
model’s performance by comparing the predictions of each algorithm with the actual values. The following is the formula to calculate
the model performance.

1. Accuracy
Accuracy is a value that indicates how accurate the model is in predicting the entire data. The formula for calculating accuracy
can be seen in Equation (6):

Accuracy =
(TP + TN)

TP + TN + FP + FN
(6)

Optimization of SVM . . . (Rofik)
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TP (True Positive): In this case, the model correctly detects the number of fake jobs.
TN (True Negative): Indicates that the model correctly detected the original work.
FP (False Positive): This indicates the number of original jobs, but the model classified it as fake.
FN: Indicates the number of bogus jobs but is found to be classified as genuine by the model.

2. Precision
Precision measures the degree to which work predicted to be fake is fake. The formula for calculating precision is in Equation
(7).

Precision =
TP

(TP + FP )
(7)

3. Recall (Sensitivity)
Recall measures the extent to which the model successfully detects fake jobs overall. The formula for calculating recall is in
Equation (8).

Recall =
TP

(TP + FN)
(8)

4. F1-Score
The F1-Score combines precision and recall into a single metric that yields the overall model performance. The formula for
calculating the F1-Score is in Equation (9).

F1− Score =
2 ∗ (Presisi ∗Recall)

(Presisi+Recall)
(9)

3. RESULT AND ANALYSIS
The process of classifying fake job vacancies begins by collecting data sourced from Kaggle, namely The Employment Scam

Aegean Dataset (EMSCAD), with a record number of 17880, of which 866 records are fake job vacancies and 17014 records are
genuine job vacancies. Data is processed using Python with a tool called Colab. The dataset consists of 18 features, which include
the following attributes: title, location, department, salary range, company profile, description, requirements, benefits, telecommut-
ing, has company logo, has questions, employment type, required experience, required education, industry, function, fraudulent,
in balanced dataset. When the dataset has been obtained, it enters the pre-processing and modeling stages, which are carried out in
the Colab itself. Data is cleaned by deleting empty data and selecting features. After the data cleaning process is completed, the
data is divided into training and testing data. In comparison, the split is 80% and 20%. A total of 14,304 training data and 3,576
testing data. The data is trained using the SVM algorithm and the Gradient Boosting algorithm. There are very important features
in the dataset that support the classification of fake job vacancies in this study. These features are company profile, description,
requirements, and benefits.

Extraction is carried out with the outfitter using TF-IDF (Term Frequency - Inverse Document Frequency) to maximize the
quality of the results from SVM and Gradient Boosting modeling results. This is important for tackling common words that do not
provide relevant information and identifying words that are important in distinguishing genuine from fake work. From the modeling
implementation of the two algorithms, namely SVM and Gradient Boosting, the model’s accuracy can be seen in Figure 2.
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Figure 2. Comparison of model accuracy.

Parameter tuning is carried out using GridSearchCV to improve the performance of the algorithm being modeled. By trying
parameter combinations carried out by the GridSearchCV method as a whole, it is possible to find parameters that match the predicted
model characteristics [32]. Parameter settings calculated by GridSearchCV for the SVM algorithm are listed in Table 1.

Table 1. Hyperparameters for the SVM Model

Tunning Hyperparameter Values and Ranges Optimal Hyperparameter
C [0.1, 1, 10] 10

kernel [linier, rbf] linier
gamma [scale, auto] scale

GridSearchCV tries all possible combinations of parameter values of param grid and evaluates its performance using an eval-
uation metric. In this study, the accuracy score is used as the evaluation metric. A cross-validation of 5 folds was also performed.

The parameter settings calculated by GridSearchCV for the Gradient Boosting algorithm are listed in Table 2.

Table 2. Hyperparameters for Gradient Boosting Model

Tunning Hyperparameter Values and Ranges Optimal Hyperparameter
n estimators [50, 100] 100
learning rate [0.1, 0.5] 0.1
max depth [3, 5] 5

From the results after parameter tuning, the algorithm model showed better performance, as seen in Figure 3.

Optimization of SVM . . . (Rofik)



426 r ISSN: 2476-9843

Figure 3. Comparison of model accuracy after parameter tuning

Figures 4, 5, 6 and 7 show the results of evaluating the SVM and Gradient Boosting algorithm models on the confusion matrix
before and after parameter tuning.

Figure 4. Confusion Matrix SVM Algorithm

Figure 5. Confusion Matrix of SVM Algorithm after Parameter Tuning
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Figure 6. Confusion Matrix of Gradient Boosting Algorithm

Figure 7. Confusion Matrix of Gradient Boosting Algorithm after Parameter Tuning

Table 3 shows the confusion matrix’s performance of the model in terms of accuracy, precision, recall, and f1-score.

Table 3. Model Evaluation Results Before and After Parameter Tunning

Model Evaluation Results Before Parameter Tunning
Algoritma Precision Recall F1-Score Accuracy

SVM 99.22% 70.71% 82.58% 98.48%
Gradient Boosting 95.00% 62.98% 75.74% 97.95%

Model Evaluation Results After Parameter Tunning
SVM 98.62% 79.00% 87.73% 98.88%
Gradient Boosting 95.93% 65.19% 77.63% 98.09%

The results of comparing the performance of SVM and gradient boosting models on the same dataset, based on the table above,
show that the accuracy of the SVM model is superior to the use of the gradient boosting model. The accuracy of SVM and Gradient
Boosting models also increases after parameter tuning. SVM is superior to gradient boosting by achieving the highest accuracy
of 98.88%, while gradient boosting is only 98.09%. This research shows that constructing an SVM model that performs feature
extraction with TF-IDF and performs parameter tuning can classify fake job postings very well.

Table 4 supports the findings of this research and compares the performance results of this study with those of previous research
studies.

Optimization of SVM . . . (Rofik)
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Table 4. Performance comparison with previous studies

Reference Method Accuracy
[33] 2020 Random Forest 98.27%
[13] 2021 XGB + Implementation of 2-step feature subset selection 97.94%
[19] 2022 XGBoost 98.53%
[21] 2023 Bidirectional LSTM 98.71%

Proposed method SVM + GridSearchCV 98.88%

Compared with previous research, this study excels in accuracy metrics, achieving a notable accuracy of 98.88%, surpassing
the studies in the preceding years. Even when compared to the latest research, this study still outperforms the previous study by
0.17% in 2023.

4. CONCLUSION
In this study, the classification of fake job postings was conducted using SVM and gradient-boosting algorithms. The research

demonstrates the effectiveness of the SVM algorithm in classifying predictions of fake job postings. Feature extraction was performed
using TF-IDF to identify keywords that distinguished between genuine and fake job postings. Parameter tuning was done to find
a better combination of parameters to maximize accuracy. The results of the evaluation tests indicate success in improving the
modeling accuracy of SVM and gradient-boosting algorithms after parameter tuning. The SVM algorithm proved to be the best
model, achieving an accuracy of 98.88%, precision at 98.62%, recall at 7%, and an F1-Score of 87.73%. This study successfully
increased accuracy by 0.17% compared to previous research. For future research, it is recommended to explore implementing data
class balancing methods. Additionally, it is suggested that additional features be explored, ensemble algorithms be used, and cross-
validation methods be applied to assist the model in generalizing to new data.
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