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ABSTRACT

Traffic accidents are fatal events that need special attention. According to research by the National
Transportation Safety Committee, 80% of traffic accidents are caused by human error, one of which
is tired and drowsy drivers. The brain can interpret the vital fatigue of a drowsy driver sign as yawn-
ing. Therefore, yawning detection for preventing drowsy drivers’ imprudent can be developed using
computer vision. This method is easy to implement and does not affect the driver when handling a
vehicle. The research aimed to detect drowsy drivers based on facial expression changes of yawn-
ing by combining the Haar Cascade classifier and a modified pre-trained model, MobileNetV2 and
ResNet50. Both proposed models accurately detected real-time images using a camera. The analysis
showed that the yawning detection model based on the ResNet50 algorithm is more reliable, with the
model obtaining 99% of accuracy. Furthermore, ResNet50 demonstrated reproducible outcomes for
yawning detection, considering having good training capabilities and overall evaluation results.

Copyright c©2022 The Authors.
This is an open access article under the CC BY-SA license.

Corresponding Author:

Muhammad Naufal, +6282329622754,
Faculty of Computer Science,
Dian Nuswantoro University, Semarang, Indonesia,
Email: m.naufal@dsn.dinus.ac.id

How to Cite:
I. Hepatika Zidny Ilmadina, N. Muhammad, and W. Dega Surono, ”Drowsiness Detection Based on Yawning Using Modified Pre-
trained Model MobileNetV2 and ResNet50”, MATRIK: Jurnal Managemen,Teknik Informatika, dan Rekayasa Komputer, Vol. 22,
No. 3, pp. 419-430, Jul, 2023.
This is an open access article under the CC BY-SA license (https://creativecommons.org/licenses/by-sa/4.0/)

Journal homepage: https://journal.universitasbumigora.ac.id/index.php/matrik

accredited by Kemenristekdikti, Decree No: 200/M/KPT/2020
https://creativecommons.org/licenses/by-sa/4.0/
mailto:m.naufal@dsn.dinus.ac.id 
https://creativecommons.org/licenses/by-sa/4.0/
https://journal.universitasbumigora.ac.id/index.php/matrik


420 r ISSN: 2476-9843

1. INTRODUCTION
The vital cause of road accidents is human error, with drowsiness due to various fatigue contributing to up to 20% of serious

accidents [1]. Unknowingly the driver may experience brief episodes of cessation of responses to stimuli, such as closing their eyes
or yawning. This deviation of attention can interfere with the driver’s ability to detect or respond to stimuli at a critical event [2].
The main determining microsleep parameter can be detected through the electrocardiogram signal from the drivers. Studies have
found changes in brain regions during wakefulness and fatigue. If the driver were tired, the brain area would be more prominent in
the parietal lobe in the alpha and beta frequency bands [3]. To conduct this research, it is clear that the cost of the device used is
very high. Early detection of tired drivers is also based on specific driving behaviors by Li Wei et al. [4]. An exhausted driver will
show the results of steering wheel rotation offset from the road pattern. The selected algorithm works without direct contact with
the driver’s body, causing the algorithm to be not robust in determining tired drivers due to different driving habits, road conditions,
and vehicle models [5]. So that it is possible to develop a fatigue driver detection method based on computer vision. This method
is easy to do and does not affect the driver’s vehicle handling. The computer vision-based method is carried out in several ways,
including collecting the driver’s facial expressions [2], detecting the open state of the driver’s eyes and mouth, and calculating the
closing of the eyelids, blinking, and yawning frequency [1]. Research in this scope requires time and method complexity, so how to
increase the performance and speed of the algorithm has become a hot topic and a difficult point in recent years. This study aims to
improve the accuracy of microsleep detection techniques that have previously been researched using the driver’s blinking signal. The
methods include eye aspect ratio, namely by manually setting thresholds and the minimum time for the eyes to close or blink, with
several methods such as the Support Vector Machine and Convolutional Neural Network (Vanilla) methods [6–10]. Automatic eye
blink detection with a combination of SVM implementation has obtained an accuracy of 99% and high sensitivity of close to 1 [8].
Eye blinking has its weakness in detecting a drowsy driver because the minimum threshold for closing the eyes, usually blinking with
drowsiness, is challenging to determine. Humans naturally blink in their daily lives. In a drowsy state, he has some unique facial and
body features, and yawning is essential evidence of fatigue. This is the difference between the research from previous studies.

Research in determining drivers’ drowsiness based on yawning was carried out using several techniques, namely, the geometric
features of the mouth change obviously. This method is to verify the location of the segmented mouth in case of yawning detection.
Several studies also carried out representations of facial geometry [11, 12]. The detection of a yawning drowsy driver using geometric
features has several areas for improvement; namely, it is difficult to detect the edges of the lips precisely. Recent research on the
in-depth study of facial expression representation with MB-LBP and Adaboost classifier was conducted. However, this development
is still centered on deepening the facial characteristics of drowsy drivers and machine learning classification. Similar research
with a machine and deep learning algorithms can be found in [13, 14, 2]. The novelty of this research aims to build on previous
research by producing a transfer learning model which can detect drowsy drivers based on yawning. This researchs contribution
that differentiates from previous studies is also by combining with the Haar Cascade Classifier to detect the location of the driver’s
mouth more accurately than in previous studies. The pre-trained models that will be used are MobileNetV2 and ResNet50. These
two pre-trained models have been developed in computer vision applications for the scope of object detection properly. This research
implemented the Haar Cascade Classifier to initially detect the driver’s face and mouth. Then, the detected mouth will be extracted
more to classify using the best-proposed method. The concept of transfer learning is carried out using weights from the pre-trained
model MobileNetV2 and ResNet50, which is used to identify drivers who yawn. This research still uses some of the layers of the
pre-trained model MobileNetV2 and ResNet50 to train a dataset that consists of two classes yawning (2528 images) and non-yawning
(2591 images) (license: CC BY-NC-SA 4.0).

2. RESEARCH METHOD
This section explains our proposed method in research, which includes the process of dataset collection, pre-processing, train-

ing, testing, and evaluation to the implementation stage in real-time. This research will combine the Haar Cascade Classifier as
object detection (driver’s mouth) and drowsiness classification using the MobileNetV2 and ResNet50 transfer learning methods. The
detailed stages of the research of each step will be further explained in the following Figure 1.
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Figure 1. Driver Drowsiness Based on Yawning Detection Process

For image acquisition, this research acquired a dataset consisting of two classes, namely yawning (2528 images) and non-
yawning (2591 images). The next step is pre-processing by augmenting the dataset (shear, rotation, flip, zoom) and resizing the
dataset to the same size. Before the next stage, the dataset is divided into 60% training data, 20% validation data, and 20% test
data. This research trained the dataset using ImageNet weights and trained on modified MobileNetV2 and ResNet50 layers. The new
weight generated from the training process is then stored and tested. Finally, the overall evaluation results will be obtained in the
testing process, including the accuracy, precision, and recall obtained through the confusion matrix.

2.1. Data Set
This study acquired a dataset consisting of two classes of yawning (2528 images) and non-yawning (2591 images) (license: CC

BY-NC-SA 4.0) with varying image sizes [15], as illustrated in Figure 2. The model will later use this dataset to recognize drowsy
drivers based on yawning detection. Variations in the dataset include mouth indicating yawning and neither male nor female gender.

Drowsiness Detection Based . . . Hepatika Zidny Ilmadina
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Figure 2. Various Sample of Yawning and Non-yawning Dataset Varying Image Sizes

2.2. Pre-Processing
At this stage, some data preparation is carried out, which will be used in the model training process later. Then, several

pre-processing steps were carried out, including resizing the dataset to the same sizesplitting the dataset into 60% training, 20%
validation, and 20% testing data. Next, the training data is augmented before studying the model further. Finally, data augmentation
was carried out to provide enough model information to study the drowsiness sign feature based on yawning drivers.

2.3. Haar Cascade Classifier
The success of computer vision applications first began in 2001, when Paul Viola and Michael Jones proposed the first Object

Detection framework in real-time video detection contained in this research paper first introduced entitled ”Rapid Object Detection
using a Boosted Cascade of Simple Features” (2001) [16]. This algorithm has a working system that requires positive images and
negative images in its classification. Haar cascade can detect a part of an image because it is one of the edge detection methods, but it
can be trained to identify almost any object. The cascade classifier generally trains images with four main stages: selecting features
with haar, creating integral images, classifying objects with Adaboost training, and detecting objects with a cascading classifier
[8, 17].

2.4. MobileNetV2 and ResNet50
The first proposed model in this study is the pre-trained MobileNetV2 [18] with the pre-trained weights of ImageNet loaded

from Tensorflow. The original architecture of MobileNetV2 (as shown in Table 1) contains the initial fully convolution layer with 32
filters, followed by 19 residual bottleneck layers described in Table 1. In addition, the architecture includes ReLU6, dropout layers,
average pooling layers, and batch normalization.

Table 1. The Original Architecture of MobileNetV2

Input Operator t c n s
2242 x 3 conv2d - 32 1 2

1122 x 32 Bottleneck 1 16 1 1
1122 x 16 Bottleneck 6 24 2 2
562 x 24 Bottleneck 6 32 3 2
282 x 32 Bottleneck 6 64 4 2
142 x 64 Bottleneck 6 96 3 1
142 x 96 Bottleneck 6 160 3 2
72 x 160 Bottleneck 6 320 1 1
72 x 320 Bottleneck - 1280 1 1

72 x 1280 Bottleneck - - 1 -
1 x 1 x 1280 conv2d 1x1 - k - -
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The second proposed model is ResNet50 [19] which was formed to defeat quandaries in deep learning training that learning
a residual function concerning the input layer was more efficient than learning layer parameters without referring to inputs. This
network consists of four residual blocks and has 50 layers implemented a bottleneck technique: firstly, there is a 1 x 1 filter followed
by 3 x 3, then followed by a 1 x 1 filter, where the 1 x 1 layers are responsible for reducing and restoring, leaving the 3 x 3 layer a
bottleneck with smaller input/output dimensions described in Table 2. In addition, this architecture includes max and average pooling,
fully connected, and softmax layers.

Table 2. The Original Architecture of The ResNet50

Layer Output size 50-layer
conv1 112x112 7x7, 64, stride 3

3x3 max pool, stride 2

conv2.x 56x56

1× 1, 64
3× 3, 64

1× 1

 x3

Conv3.x 28x28

1× 1, 128

3× 3, 128

1× 1, 512

 x4

Conv4.x 14x14

 1× 1, 256

3× 3, 256

1× 1, 1024

 x4

Conv5.x 7x7

 1× 1, 512

3× 3, 512

1× 1, 2048

 x4

1x1 Average pool, 1000-fc, softmax
FLOPs 3,8x109

The base layers from MobileNetV2 and ResNet50 are frozen and eliminated to prevent the loss of the previously learned
feature from ImageNet. This research eliminates the last three layers of the original MobileNetV2 and ResNet50, then adds three
more trainable layers to the network in both last layers, as illustrated in Figure 3.

Figure 3. Illustration of the Implementation of the Pre-trained Model

Figure 3 illustrates the transfer learning process by cutting the original architecture’s last three layers and replacing them with
customized layers. The three layers added here are the dropout layer, fully connected layers, and a final dense layer. The fully
connected and final dense layers contain 128 and 2 neurons, respectively. In addition, the activation function softmax was used in the
final layer. The architecture and parameters used in this study are described in Table 3 and Table 4.

Drowsiness Detection Based . . . Hepatika Zidny Ilmadina
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Table 3. The Architecture of MobileNetV2 in Research

Layer (type) Output Shape Param
mobilenetv2 1.00 128 input (InputLayer) [(None, 128, 128, 3)] 0
mobilenetv2 1.00 128 (Functional) (None, 1280) 2257984
flatten 8 (Flatten) (None, 1280) 0
dense 16 (Dense) (None, 128) 163968
dropout 8 (Dropout) (None, 128) 0
dense 17 (Dense) (None, 2) 258
Total params: 2,422,210
Trainable params: 2,385,538
Non-trainable params: 36,672

Table 4. The Architecture of ResNet50 in Research

Layer (type) Output Shape Param
resnet50 input (InputLayer) [(None, 128, 128, 3)] 0
resnet50 (Functional) (None, 2048) 23587712
flatten (Flatten) (None, 2048) 0
dense (Dense) (None, 128) 262272
dropout (Dropout) (None, 128) 0
dense 1 (Dense) (None, 2) 258
Total params: 23,850,242
Trainable params: 23,797,122
Non-trainable params: 53,120

This research trains these newly added layers on the selected datasets so that the model can fix the features to detect yawning
drivers. The use of the MobileNetV2 architecture is because this model has been developed a lot in the implementation stage of
localization (position) of object detection using a device, as has been done in previous research on palmprint recognition and face-
mask position recognition [20–22]. ResNet50 is also more widely used for image classification than other models and has shown
great results in computer vision applications, such as high-resolution optical object detection [23–25].

2.5. Evaluation
In this study, the measurement of the performance evaluation of the model using a confusion matrix to measure accuracy and

sensitivity (recall) [8]. Accuracy is used to understand how precisely the model is in predicting/detecting yawning and not yawning
drivers correctly, as seen in Equation (1). The sensitivity value is used to measure how precise the model is in detecting drowsy
drivers, indicated by yawning, as explained in Equation (2). The sensitivity value is essential in detecting false negatives that will
have a dangerous impact if they occur. If a drowsy driver (yawning condition) is not detected, it will be dangerous if the warning
does not appear later. Where TP, FP, TN, and FN are the number of classified cases of true positives, false positives, true negatives,
and false negatives, respectively.

Accuracy =
TP + TN

TP + FP + TN + FN
(1)

Recall =
TP

TP + FN
(2)

2.6. Real-Time Testing
Along with evaluating the model, this research also saves the best models weight to build a detection system. It will be built to

detect drowsy drivers based on yawning features in real-time. For this condition, this research uses the implementation of the Haar
Cascade Classifier in performing mouth detection. When the mouth is well detected, the model predicts whether the class is yawning
or not.
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3. RESULTS AND ANALYSIS
The experiments were performed on 2.0GHz Intel Core i5 MacBook Pro with 16GB memory using Python with Jupyter

Notebook. Implementation using Python and Keras library with a Tensorflow backend and also uses supported libraries such as
NumPy, sklearn, matplotlib, and pandas. Resizing the dataset to 224x224 was applied in pre-processing. This research also split the
dataset into 60% training, 20% validation, and 20% test data.

3.1. Implementation of Pre-Trained Model MobileNetV2 and ResNet50 in Yawning Detection
Implementing the MobileNetV2 and ResNet50 pre-trained model begins with fine-tuning to take the weight of the previously

trained network by adding modified layers. This research has empirically added three new layers: flatten, dropout, dense, and fully
connected layers on both based models. Moreover, our experiment also increases batch size to 32 to avoid overfitting the pre-trained
model. In implementing the modified pre-trained models, this research also uses the adam optimizer with a learning rate of 0.0001,
categorical cross-entropy as the lost function, and the activation function using softmax. This research gets performance evaluations
within 100 epochs with early stopping patience of 10 epochs for both proposed methods. The overall training, validation, and testing
processes take approx. 2-6 hours. Before the model is implemented in real-time, this research conducts a performance evaluation
using a confusion matrix, and Table 5 shows the overall performance of our proposed model.

Table 5. Overall Performance Evaluation of Our Proposed Methods

Method Class Recall Accuracy Time Computation
Baseline 1 yawn [11] yawning (cold voxels)

-
71%

-
yawning (hot voxels) 87%

Baseline 3 yawn [13] yawning 95% -
Baseline 2 yawn [2] yawning - 96,5% -

MobileNetV2 0 (non yawn) 99% 98% 02 hrs 10 mins1 (yawn) 97%

ResNet50 0 (non yawn) 99% 99% 06 hrs 38 mins1 (yawn) 99%

The fine-tuning pre-trained MobileNetV2 model achieves 98%, and ResNet50 obtained 99% test accuracy, better than the
baseline research method of machine learning and deep learning [11, 13, 2]. Each proposed model performs well because of the
stability of the evaluation results during training, validation, and testing. The best model’s weight will then be stored to be combined
with the Haar Cascade Classifier in detecting yawning as a sign of drowsiness.

3.2. Real-Time Testing
The performance of the best-proposed model was evaluated with the implementation of practical applications in a natural

environment. So, this research combines the pre-trained model ResNet50 and the Haar Cascade Classifier. When our system captures
video from the camera, as shown in Figure 4, it predicts the mouth position and is marked by a bounding box around the face, along
with the predicted class and the confidence score.

Drowsiness Detection Based . . . Hepatika Zidny Ilmadina
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(a) (b) (c)

Figure 4. Implementation of Facial Expression Change of Yawning on Drivers. From Left to Right: (a) Non-yawning Condition; (b)
Yawning Condition with Awake Eyes; (c) The Condition of Yawning and Closing Eyes

In Figure 4, this research can see the results of implementing the proposed model in several driver conditions. First, when the
driver’s eyes are awake and not yawning, they will not be detected, as shown in Figure (a). Then in Figure (b), this research sees that
the system will still detect this condition with the yawning state even though the driver is awake. Finally, in condition (c), the system
can also detect facial change expressions of yawning when the driver closes his eyes.

3.3. Analysis and Discussion
In building this drowsiness detection system, supporting datasets are collected in images labeled not yawning and yawning.

The dataset contains 2528 yawning class pictures and 2591 non-yawning pictures. This research uses the MobileNetV2 architecture
by taking the weight from ImageNet for the training process. In this research, our proposed model will modify the last three layers
with dropout, fully connected, and the last dense layer. The following process is to conduct training so the model can adequately
classify sleep drivers with yawning symptoms. ResNet50 achieved the best model for drowsiness detection based on yawning
conditions. This widely used model performs better in image classification than other pre-trained models [11, 13, 14]. The advantage
of the pre-trained model ResNet50 is that performance does not decrease even though the architecture is modified deeper. ResNet50
can perform computations carefully by being made lighter and has good training capabilities [23–25]. This condition is shown
by the computational training time on ResNet50, in which the training time is longer than the modified pre-trained MobileNetV2
model. Through accuracy in the computational process, ResNet50 can produce perfect performance evaluations, as shown in Table 3.
MobileNetV2 model is also proposed in this study because it is an efficient convolutional neural network for modern object detection
systems with trainable parameters and can detect objects properly. MobileNet architecture is already tiny and has low latency but is
rich in features, so it supports applications that require models to be smaller and faster [20–22, 26]. Besides being fast and small, the
MobileNetV2 structure is built to detect objects with training time faster (as shown in Table 2). MobileNetV2 builds on depthwise
separable convolutions and is an excellent network for training images. This research answers how applications can work well but
have a small computational cost. Compared to other pre-trained models, the two proposed methods can detect with good accuracy
and recall, with a lighter architecture and low latency. This is a development from baseline research which only uses thermal images
to detect yawning drivers [11]. In this detection, annotations are done manually for the entire training and testing video sequence.
The lack of this detection occurs primarily when a person is not fully visible in the camera, i.e., only partially or is covered in hair.
The results presented in Table 5 also show that the proposed method has better results than previous studies using feature and thermal
images, as well as machine learning algorithms. In this detection, annotations are done manually for the entire training and testing
video sequence. The yawning detection by machine learning algorithms has improved detection using only thermal images [13, 2].
The lack of this detection occurs primarily when a person is not fully visible in the camera, i.e., only partially or is covered in hair.
Based on the results presented in Table 5 also shows that the proposed method has better results than previous studies using feature
and thermal images, as well as machine learning algorithms. The yawning detection by machine learning algorithms has improved
detection was using only thermal images. The machine learning algorithm has detected it well, but it still has an error value of 3-5%
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in the testing process. Whereas in the case of detecting a drowsy driver, it requires detection results with zero tolerance (close to 0%
error rate).

The proposed method based on neither the ResNet50 nor MobileNetV2 architecture is proven to detect and predict drowsy
drivers correctly. This research used a test phase with validation and test data for the evaluation process, where each evaluation
value obtained an accuracy of 99%. This research used the confusion matrix to evaluate the performance model. The essential
evaluation values in this model are accuracy and sensitivity (recall). Accuracy is used to understand how precisely the model is
in predicting/detecting yawning and not yawning drivers correctly. Moreover, the recall value is used to measure how precise the
model is in detecting the real drowsy drivers based on yawning. The recall value is vital in detecting false negatives that will have
a dangerous impact if they occur. If a real drowsy driver (yawning condition) is not detected, it will be dangerous if the warning
does not appear later. In Table 5, the results of evaluating the best model’s ability to detect the actual label correctly are 99% in the
non-yawning state and 99% in the yawning state. In the case of detecting a drowsy driver, the sensitivity value should be close to 1
(zero tolerance), which means that the model should be able to detect a situation where a driver is drowsy correctly. The high recall
rate is due to the effect of the combination of the Haar Cascade Classifier. Figure 4 shows that the model can detect the exact location
of the mouth, which is then classified as yawning or not. Haar cascade proved to be more accurate in detecting objects as a whole in
one video frame with the Adaboost classifier, which was previously trained with positive and negative images [8]. Referring to these
results, the combination of Haar Cascade Classifier and ResNet50 is good at dealing with false negatives because the potential for
error is minimal (only 1%). Another advantage of the ResNet50 classifier is its complex architecture but trainable lighter parameters.
Therefore, this method can be implemented in devices because it only requires a small cost to build. In addition, this proposed method
accurately detects drowsy drivers based on signs of yawning, concluded from 100 events; the model cannot detect one drowsy driver.

4. CONCLUSION
A scheme for drowsy driver detection systems based on facial changes of yawning has been proposed. The proposed model

consists of modified pre-trained MobileNetV2 and ResNet50. Both proposed models have been tested using a confusion matrix
evaluation, and it can give us ResNet50 as the best model with 99% accuracy for test datasets. This research uses a combination
of ResNet50 as a classifier and Haar Cascade for real-time detection. This research improved from previous research that only
monitored faces and measured based on geometric features. ResNet50 can achieve a high recall value of 99% for a system that
requires zero tolerance. The weakness of ResNet50 is the long training time, even though it takes only a short time than the other
pre-trained methods. In addition, the lack of this study is that there is still a proportion of detection errors of 1% for zero-tolerance
devices. The multimodal classification should overcome this. Therefore, further research intends to add a feature selection method to
reduce computation. In addition, other parameters such as electrocardiogram (ECG) signal information can be developed to make an
embedded system with highly accurate slowness driver detection.
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