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ABSTRACT

The problem with data mining methods is that they are limited in finding patterns. In contrast, machine
learning methods are more well-tested in shaping training data and making predictions using new data
sets. Therefore machine learning can be used to analyze quite a lot of data related to current research
problems. It is not easy to map the scientific fields that students will use in submitting titles so that the
results of the thesis are made less than optimal. For this reason, it is necessary to map this concentra-
tion to assist students in completing their thesis through specialization classes. One of the Mechanical
Learning techniques used in solving this problem is the Single Linkage Technique. Testing the method
begins with determining the raw data used and then looking for the proximity value using Euclidean
to get cluster results later from scientific field mapping. From the Single Linkage Technique process
that has been carried out, several cluster results will be obtained, namely clusters that map groups
of STMIK Triguna Dharma students who have competence and clusters that map groups of STMIK
Triguna Dharma students who lack competence. The results of this grouping produce 2 clusters based
on manual calculations validated by the program. The institution will make specialization classes ac-
cording to the resulting clusters. They are creating specialization classes that are by the competencies
possessed by STMIK Triguna Dharma students.
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1. INTRODUCTION
Mapping of scientific fields is one way to improve competence and produce quality human resources in accordance with their

competencies. Clustering is grouping records, observing, or paying attention and forming classes of objects that have similarities.
Cluster is a collection of records that have similarities with one another and have dissimilarities with records in other clusters [1].
Clustering is different from classification in that there is no target variable in the clustering. Clustering does not attempt to classify,
estimate, or predict the value of the target variable. However, the clustering algorithm tries to divide the entire data into groups that
have similarities (homogeneous), where the similarity of records in one group will be valuable [2].

Based on the observations that have been made, there are problems regarding the difficulty of classifying students’ scientific
fields according to their competencies. Currently at STMIK Triguna Dharma still using the concept of selecting a concentration class
in the field of science by choosing according to the wishes of students, this has resulted in problems, including the incompatibility of
competencies possessed with the chosen scientific field and less than optimal in the preparation of the thesis. The concept of choosing
a concentration class is considered ineffective because the selection system does not consider other variables or factors.

Previous research still used the data mining method to determine patterns with the Association Rule technique by applying the
a priori algorithm to search for patterns.[3–5] There were still many areas for improvement in it. The final results could have been
more precise in testing because there was still a human influence on the results obtained. At the same time, research conducted using
machine learning techniques shows the results of direct testing with manual calculations or validation with existing programs or tools
in machine learning

Based on these problems, a technology is needed that can be used to map students’ scientific fields based on the competencies
possessed by each student. One of the technologies that can be used is Machine Learning. Machine Learning is a technology
that is used to analyze data to be used as knowledge [6]. Another opinion suggests that Machine Learning is a branch of artificial
intelligence that adapts human abilities to learn [7]. The use of Machine Learning has been tested in solving existing problems [8].
Such as classifying fast food outlets [9], then predicting an increase in Covid-19 cases [10].

The Mechine Learning method that will be used to cluster students’ scientific fields is the Single Linkage Technique. The
Single Linkage technique is a method of hierarchical clustering that is used to group data into knowledge [11]. In addition, the Single
Linkage Technique is known as a method that is able to explore knowledge from data into groupings based on the value of the closest
distance [12]. This method was chosen because it has been widely used in solving data clustering problems. Such as grouping data
on patients with liver disease [13]. Then grouping customer data for telemarketing [14].

In the grouping of student scientific fields there are 15 categories of fields of science including: artificial neural networks, image
processing, cryptography, steganography, machine learning, expert systems, decision support systems, management information
systems, animation, data mining, simulations, robotics, deep learning, systems distributed and computer networks. The student’s
scientific field is obtained from the results of the institution’s decision regarding the determination of the concentration class for the
preparation of the thesis. The first process to be carried out is to standardize the data based on existing variables, then calculate the
closest distance using the Euclidean concept so that later the results of the grouping of the data will be known.

With this research, it can be an innovation in data grouping which has been carried out unstructured and ignores the variables
that support the clustering. The results of the grouping that have been obtained will later be used for the formation of specialization or
concentration classes that are intended for students. This class will later assist students in preparing their thesis through a mentoring
program. In addition, the results of this clustering can also be used as a reference by the institution to determine the level of student
competence, so that it becomes a reference in making policies to improve the quality of students.

2. RESEARCH METHOD
In this study, data collection was carried out by determining student sample data obtained from the results of examinations

conducted on students’ scientific fields. The student’s scientific field will be used as part of taking the thesis title. The scientific fields
that will be used are artificial neural networks (V1), image processing (V2), cryptography (V3), steganography (V4), machine learning
(V5), expert systems (V6), decision support systems (V7), information systems management(V8), animation(V9), data mining(V10),
simulation(V11), robotics(V12), deep learning(V13), distributed system(V14) and computer network(V15). Stages of this research
through the following stages, Identify the problem, namely finding problems with the problems on the Triguna Dharma campus in
determining to map the scientific fields that students will use in submitting titles so that the results of the thesis are made less than
optimal,Searching for literature, namely by collecting relevant references about the research that will be discussed by searching for
national and international indexed journals as well as books, Data Collection stages in collecting data, both primary and secondary
data, Data Cleaning is the stage in filtering data based on the attribute value restrictions used, Cluster Method Implementation, namely
the stages in determining clusters to facilitate the stages in the search, Single Linkage at this stage is calculated manually using the
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formula by finding the closest point between the clusters that have been formed, Website Implementation Validation stages in testing
validation based on tests that have been carried out manually and obtained the same results,The final decision is the final stage of the
test results by obtaining 2 clusters in determining the final results.

2.1. Single Linkage

After collecting data, the next step is to apply the Single Linkage Technique in grouping student scientific data. The Single
Linkage technique is one of the techniques in Mechine Learning in data clustering. Clustering is a way of analyzing data by grouping
objects into groups based on a certain similarity. A cluster is a collection of objects that are combined together because of their
similarities or proximity. Clustering (clustering) can also be interpreted as the process of grouping a set of objects into the same
object classes. Clustering or clustering is also one of the many functions of the data mining process to find groups of objects that
are almost the same [15]. Cluster analysis is an attempt to identify groups of similar objects and help find distribution patterns
and relationship patterns in large data sets [16]. The important thing in the clustering process is declaring a set of patterns to the
appropriate group that is useful for finding similarities and differences so that it can produce valuable conclusions [17].

X̄ =
Σn

i=1Xi

n
(1)

From this equation, it can be seen that X is the average value of the variable, Xi is the value of the variable and N is the number
or quantity of the object. Next is to find the value of the standard deviation of the variable with the equation [18].

std(x) =

√
Σn

i=1(xi − x̄)2

n− 1
(2)

From this equation, it can be seen that std(X) is the average value of the variable, Xi is the value of the variable and N is the
number or quantity of the object. Next is to find the standard zero value with the equation [19].

Zi =
Xi − X̄

Std(X)
(3)

From this equation, it can be seen that Zi is the standard Zero value, std(X) is the average value of the variable, Xi is the
variable value and N is the number or quantity of the object. Next is to find the value of the distance measurement using the equation
[20].

d(x,y) =
√

(Σk
i=0(xi − yp)2) (4)

From these equations, it can be seen that d((x, y)) is a measure of the similarity or dissimilarity between the x− th and y− th
objects, k is the number or quantity of objects, xi is The value of the data parameter r to 19, yp is the parameter value agent r + 1.
Next is grouping using Euclidean Single Linkage. This technique uses the principle of minimum distance which begins with finding
the two closest objects, and both form the first cluster with the equation [21].

Euclidean = Min(Zi;Zn) (5)

After grouping the data, it can be seen that the results of student clustering are grouped based on scientific field variables.

3. RESULT AND ANALYSIS

Data obtained from student exams conducted by STMIK Triguna Dharma. The data includes test scores achieved by 15
students with 15 scientific fields. The following is the student exam data that was successfully obtained.

Implementation of Single . . . (Saiful Nur Arif)
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Table 1. Student Exam Score Data

No Nim Name V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V13 V14 V15
1 9983689340 Afdillah (A) 80 88 89 87 90 89 91 85 80 85 88 85 82 80 85
2 9950021406 Ahmad Afrizal (B) 82 87 88 87 92 94 89 91 80 85 89 91 80 95 83
3 9986294859 Ahmad Fauzi (C) 81 80 86 87 85 89 87 90 80 96 86 89 80 82 80
4 9986050887 Anggi Arafah (D) 81 95 87 87 91 90 94 85 80 85 88 87 81 81 80
5 9990261330 Audriyana (E) 82 92 87 86 93 95 96 93 80 90 89 87 85 89 83
6 9000137537 Ayu Andira (F) 81 91 85 85 92 93 90 89 80 90 91 92 80 80 80
7 9956819174 Aryansyah (G) 82 92 90 91 93 96 91 90 80 96 86 93 80 96 80
8 9972100774 Budi Irawan (H) 80 92 88 91 92 90 87 90 80 90 86 90 84 81 83
9 9986175197 Cici Adniyaty (I) 81 95 96 87 95 95 91 96 80 96 90 93 83 86 84
10 9980641790 Debby Nadillah (J) 96 94 96 95 95 96 95 96 95 96 95 95 85 95 95
11 9987371019 Dermilan Harahap (K) 91 93 96 96 94 96 95 90 84 96 92 92 86 96 90
12 9000137499 Halawiyah (L) 91 96 94 95 93 96 95 95 85 96 91 93 86 92 86
13 9986294826 Hari Topan Basroh (M) 84 87 90 87 88 90 90 90 80 85 85 90 80 89 81
14 9000137502 Irpan Pohan (N) 82 85 87 85 85 90 85 90 80 85 85 88 80 82 80
15 9000137505 M. Fakhriza (O) 80 83 85 85 86 89 85 91 80 85 86 85 81 80 82

STMIK Triguna Dharma

In using the Single Linkage Technique for grouping students’ scientific fields, the results obtained from the stages carried out.
The following are the results of the Single Linkage Technique stages.

1. Average of each variable
The average result of each variable is obtained through equation 6 with the following stages of completion.

v̄1 =
V 11 + V2 + V3 + V4 + V5 + V6 + V7 + V8 + V9 + V10 + V11 + V12 + V13 + V14 + V15

N

v̄1 =
80 + 82 + 81 + 81 + 82 + 81 + 82 + 80 + 81 + 96 + 91 + 91 + 84 + 82 + 8

15

v̄1 =
1245

15
= 83, 6

2. Variable Standard Deviation Value
The results of the standard deviation of the variables are obtained through equation 2 with the following stages of completion.

std(v̄1) =

√√√√√ (80 − 83, 6)2 + (82 − 83, 6)2 + (81 − 83, 6)2 + (81 − 83, 6)2 + (82 − 83, 6)2+
(81 − 83, 6)2 + (82 − 83, 6)2 + (80 − 83, 6)2 + (81 − 83, 6)2 + (96 − 83, 6)2+
(91 − 83, 6)2 + (91 − 83, 6)2 + (84 − 83, 6)2 + (82 − 83, 6)2 + (80 − 83, 6)2

15 − 1

3. Standard Zero Value (Zi) of each Object
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The result of the standard zero value (zi) for each object is obtained through equation 3 with the completion stages.

Z(V 11) =
v11 − v̄1

std(v1)
=

80 − 83, 6

4, 925
= −0, 731

Z(V 12) =
v12 − v̄1

std(v1)
=

82 − 83, 6

4, 925
= −0, 325

Z(V 13) =
v13 − v̄1

std(v1)
=

81 − 83, 6

4, 925
= −0, 528

Z(V 14) =
v14 − v̄1

std(v1)
=

81 − 83, 6

4, 925
= −0, 528

Z(V 15) =
v15 − v̄1

std(v1)
=

82 − 83, 6

4, 925
= −0, 325

Z(V 16) =
v16 − v̄1

std(v1)
=

81 − 83, 6

4, 925
= −0, 528

Z(V 17) =
v17 − v̄1

std(v1)
=

82 − 83, 6

4, 925
= −0, 325

Z(V 18) =
v18 − v̄1

std(v1)
=

80 − 83, 6

4, 925
= −0, 731

Z(V 19) =
v19 − v̄1

std(v1)
=

81 − 83, 6

4, 925
= −0, 528

Z(V 110) =
v110 − v̄1

std(v1)
=

96 − 83, 6

4, 925
= −0, 518

Z(V 111) =
v111 − v̄1

std(v1)
=

91 − 83, 6

4, 925
= −0, 502

Z(V 112) =
v112 − v̄1

std(v1)
=

91 − 83, 6

4, 925
= −0, 502

Z(V 113) =
v113 − v̄1

std(v1)
=

84 − 83, 6

4, 925
= −0, 081

Z(V 114) =
v114 − v̄1

std(v1)
=

82 − 83, 6

4, 925
= −0, 325

Z(V 115) =
v115 − v̄1

std(v1)
=

80 − 83, 6

4, 925
= −0, 731

This process is carried out for all variables and data objects in table 2 which is the overall result of the default value of zero (zi)
for each object.
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Table 2. Overall Standard Zero Score

NO V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V13 V14 V15
A -0,731 -0,418 -0,150 -0,449 -0,274 -1,179 0,072 -1,746 -0,397 -1,060 -0,160 -1,616 -0,083 -1,065 0,360
B -0,325 -0,627 -0,400 -0,449 0,313 0,489 -0,469 0,081 -0,397 -1,060 0,182 0,323 -0,918 1,240 -0,110
C -0,528 -2,092 -0,901 -0,449 -1,739 -1,179 -1,011 -0,223 -0,397 1,099 -0,843 -0,323 -0,918 -0,758 -0,814
D -0,528 1,046 -0,651 -0,449 0,020 -0,845 0,885 -1,746 -0,397 -1,060 -0,160 -0,970 -0,501 -0,912 -0,814
E -0,325 0,418 -0,651 -0,708 0,606 0,823 1,426 0,690 -0,397 -0,078 0,182 -0,970 1,168 0,318 -0,110
F -0,528 0,209 -1,151 -0,966 0,313 0,156 -0,199 -0,528 -0,397 -0,078 0,866 0,646 -0,918 -1,065 -0,814
G -0,325 0,418 0,100 0,587 0,606 1,157 0,072 -0,223 -0,397 1,099 -0,843 0,970 -0,918 1,393 -0,814
H -0,731 0,418 -0,400 0,587 0,313 -0,845 -1,011 -0,223 -0,397 -0,078 -0,843 0,000 0,751 -0,912 -0,110
I -0,528 1,046 1,601 -0,449 1,192 0,823 0,072 1,604 -0,397 1,099 0,524 0,970 0,334 -0,143 0,125
J 2,518 0,837 1,601 1,622 1,192 1,157 1,155 1,604 3,323 1,099 2,234 1,616 1,168 1,240 2,709
K 1,502 0,627 1,601 1,881 0,899 1,157 1,155 -0,223 0,595 1,099 1,208 0,646 1,586 1,393 1,535
L 1,502 1,255 1,101 1,622 0,606 1,157 1,155 1,299 0,843 1,099 0,866 0,970 1,586 0,779 0,595
M 0,081 -0,627 0,100 -0,449 -0,860 -0,845 -0,199 -0,223 -0,397 -1,060 -1,185 0,000 -0,918 0,318 -0,579
N -0,325 -1,046 -0,651 -0,966 -1,739 -0,845 -1,552 -0,223 -0,397 -1,060 -1,185 -0,646 -0,918 -0,758 -0,814
O -0,731 -1,464 -1,151 -0,966 -1,446 -1,179 -1,552 0,081 -0,397 -1,060 -0,843 -1,616 -0,501 -1,065 -0,345

4. Distance Measurement Value
The results of the distance measurement values are obtained through equation 4 with the following stages of completion.

d(A,B) =

√√√√√ (v11 − v12)2 + (v21 − v22)2 + (v31 − v32)2 + (v41 − v42)2 + (v51 − v52)2+
(v61 − v62)2 + (v71 − v72)2 + (v81 − v82)2 + (v91 − v92)2 + (v101 − v102)2+
(v111 − v112)2 + (v121 − v122)2 + (v131 − v132)2 + (v141 − v142)2 + (v151 − v152)2

d(A,B) =

√√√√√√√
(−0, 731 − (−0325))2 + (−0, 418 − (−0, 627))2 + (−0, 150 − (−0, 400))2+
(−0, 449 − (−0, 449))2 + (−0, 274 − 0, 313)2 + (−1, 179 − 0, 489)2 + (0, 072 − (−0, 469))2+
(−1, 746 − 0, 081)2 + (−0, 397 − (−0, 397))2 + (−1, 060 − (−1, 060))2 + (−0, 160 − 0, 182)2+
(−616 − 0, 323)2 + (−0, 083 − (−0, 918)2 + (−1, 065 − 1, 240)2 + (0, 360 − (−0, 110)2)

= 4, 140

The same steps are carried out on all student data, so that at the end of the calculation the matrix in table 3 is obtained.
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Table 3. Distance Measurement Matrix

No A B C D E F G H I J K L M N O
A 0,000 4,140 4,244 2,299 4,351 3,821 5,521 3,281 5,960 9,304 6,910 7,106 3,282 3,530 3,295
B 4,140 0,000 4,520 4,127 3,636 3,078 3,160 3,746 4,367 7,834 5,802 5,669 2,605 3,881 4,371
C 4,244 4,520 0,000 4,976 5,623 4,209 5,181 4,097 6,292 9,915 7,929 7,638 3,340 2,598 2,839
D 2,299 4,127 4,976 0,000 3,966 3,129 4,876 3,464 5,672 9,279 6,876 6,740 3,425 4,170 4,419
E 4,351 3,636 5,623 3,966 0,000 3,860 4,150 3,902 3,849 7,419 5,131 4,596 4,318 5,399 5,355
F 3,821 3,078 4,209 3,129 3,860 0,000 3,972 3,386 4,392 8,498 6,601 6,159 3,596 3,993 4,395
G 5,521 3,160 5,181 4,876 4,150 3,972 0,000 4,094 3,773 7,547 5,065 4,764 3,936 5,411 6,154
H 3,281 3,746 4,097 3,464 3,902 3,386 4,094 0,000 4,313 8,287 5,956 5,564 3,272 3,754 3,915
I 5,960 4,367 6,292 5,672 3,849 4,392 3,773 4,313 0,000 6,431 4,680 3,836 5,160 6,335 6,715
J 9,304 7,834 9,915 9,279 7,419 8,498 7,547 8,287 6,431 0,000 3,947 3,897 8,766 10,136 10,394
K 6,910 5,802 7,929 6,876 5,131 6,601 5,065 5,956 4,680 3,947 0,000 2,159 6,625 8,190 8,505
L 7,106 5,669 7,638 6,740 4,596 6,159 4,764 5,564 3,836 3,897 2,159 0,000 6,354 7,823 8,190
M 3,282 2,605 3,34 3,425 4,318 3,596 3,936 3,272 5,160 8,766 6,625 6,354 0,000 2,325 3,232
N 3,530 3,881 2,598 4,170 5,399 3,993 5,411 3,754 6,335 10,136 8,190 7,823 2,325 0,000 1,558
O 3,295 4,371 2,839 4,419 5,355 4,395 6,154 3,915 6,715 10,394 8,505 8,190 3,232 1,558 0,000

5. Euclidean Single Linkage Grouping
The results of the single linkage Euclidean grouping are obtained through equation 4. N and O have the smallest value, which
is 1.558, then the N and O objects are combined into one cluster, so that the distance between the NO clusters and other objects
will be calculated. Following are the steps for calculating the Euclidean single linkage:

d(NO)A = mindNA, dOA = dOA = 3, 295

d(NO)B = mindNB, dOB = dNB = 3, 881

d(NO)C = mindNC, dOC = dNC = 2, 598

d(NO)D = mindND, dOD = dND = 4, 170

d(NO)E = mindNE, dOE = dOE = 5, 355

d(NO)F = mindNF, dOF = dNF = 3, 993

d(NO)G = mindNG, dOG = dNG = 5, 411

d(NO)H = mindNH, dOH = dNH = 3, 754

d(NO)I = mindNI, dOI = dNI = 6, 335

d(NO)J = mindNJ, dOJ = dNJ = 10, 136

d(NO)K = mindNK, dOK = dNK = 8, 190

d(NO)L = mindNL, dOL = dNL = 7, 823

d(NO)M = mindNM, dOM = dNM = 2, 325

Thus, a new first derivative distance matrix is formed which becomes a cluster between N and O in table 4.

Implementation of Single . . . (Saiful Nur Arif)
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Table 4. First Derivative Distance Matrix

NO A B C D E F G H I J K L M
NO 0,000 3,295 3,881 2,598 4,170 5,355 3,993 5,411 3,754 6,335 10,136 8,190 7,823 2,325
A 3,295 0,000 4,140 4,244 2,299 4,351 3,821 5,521 3,281 5,960 9,304 6,910 7,106 3,282
B 3,881 4,140 0,000 4,520 4,127 3,636 3,078 3,160 3,746 4,367 7,834 5,802 5,669 2,605
C 2,598 4,244 4,520 0,000 4,976 5,623 4,209 5,181 4,097 6,292 9,915 7,929 7,638 3,340
D 4,170 2,299 4,127 4,976 0,000 3,966 3,129 4,876 3,464 5,672 9,279 6,876 6,740 3,425
E 5,355 4,351 3,636 5,623 3,966 0,000 3,860 4,150 3,902 3,849 7,419 5,131 4,596 4,318
F 3,993 3,821 3,078 4,209 3,129 3,860 0,000 3,972 3,386 4,392 8,498 6,601 6,159 3,596
G 5,411 5,521 3,160 5,181 4,876 4,150 3,972 0,000 4,094 3,773 7,547 5,065 4,764 3,936
H 3,754 3,281 3,746 4,097 3,464 3,902 3,386 4,094 0,000 4,313 8,287 5,956 5,564 3,272
I 6,335 5,960 4,367 6,292 5,672 3,849 4,392 3,773 4,313 0,000 6,431 4,680 3,836 5,160
J 10,136 9,304 7,834 9,915 9,279 7,419 8,498 7,547 8,287 6,431 0,000 3,947 3,897 8,766
K 8,190 6,910 5,802 7,929 6,876 5,131 6,601 5,065 5,956 4,680 3,947 0,000 2,159 6,625
L 7,823 7,106 5,669 7,638 6,740 4,596 6,159 4,764 5,564 3,836 3,897 2,159 0,000 6,354
M 2,325 3,282 2,605 3,340 3,425 4,318 3,596 3,936 3,272 5,160 8,766 6,625 6,354 0,000

Furthermore, the calculation of the Euclidean single linkage is still carried out until all of its derivative clusters are met or
completed. The following is the result of the derived distance matrix obtained:

Table 5. Pembagian data untuk Training dan Testing

NO KL A B C D E F G H I J M
NO 0,000 7,823 6,910 5,669 7,638 6,740 4,596 6,159 4,764 5,564 3,836 3,897 6,354
KL 7,823 0,000 3,295 3,881 2,598 4,170 5,355 3,993 5,411 3,754 6,335 10,136 2,325
A 6,910 3,295 0,000 4,140 4,244 2,299 4,351 3,821 5,521 3,281 5,960 9,304 3,282
B 5,669 3,881 4,140 0,000 4,520 4,127 3,636 3,078 3,160 3,746 4,367 7,834 2,605
C 7,638 2,598 4,244 4,520 0,000 4,976 5,623 4,209 5,181 4,097 6,292 9,915 3,340
D 6,740 4,170 2,299 4,127 4,976 0,000 3,966 3,129 4,876 3,464 5,672 9,279 3,425
E 4,596 5,355 4,351 3,636 5,623 3,966 0,000 3,860 4,150 3,902 3,849 7,419 4,318
F 6,159 3,993 3,821 3,078 4,209 3,129 3,860 0,000 3,972 3,386 4,392 8,498 3,596
G 4,764 5,411 5,521 3,160 5,181 4,876 4,150 3,972 0,000 4,094 3,773 7,547 3,936
H 5,564 3,754 3,281 3,746 4,097 3,464 3,902 3,386 4,094 0,000 4,313 8,287 3,272
I 3,836 6,335 5,960 4,367 6,292 5,672 3,849 4,392 3,773 4,313 0,000 6,431 5,160
J 3,897 10,136 9,304 7,834 9,915 9,279 7,419 8,498 7,547 8,287 6,431 0,000 8,766

M 6,354 2,325 3,282 2,605 3,340 3,425 4,318 3,596 3,936 3,272 5,160 8,766 0,000

In table 6, the calculation of the Third Derivative Distance Matrix has been formed, from the results of the Single Linkage.

Table 6. Third Derivative Distance Matrix

AD KL NO B C E F G H I J M
AD 0,000 6,740 3,295 4,127 4,244 3,966 3,129 4,876 3,281 5,672 9,279 3,282
KL 6,740 0,000 7,823 5,669 7,638 4,596 6,159 4,764 5,564 3,836 3,897 6,354
NO 3,295 7,823 0,000 3,881 2,598 5,355 3,993 5,411 3,754 6,335 10,136 2,325
B 4,127 5,669 3,881 0,000 4,520 3,636 3,078 3,160 3,746 4,367 7,834 2,605
C 4,244 7,638 2,598 4,520 0,000 5,623 4,209 5,181 4,097 6,292 9,915 3,340
E 3,966 4,596 5,355 3,636 5,623 0,000 3,860 4,150 3,902 3,849 7,419 4,318
F 3,129 6,159 3,993 3,078 4,209 3,860 0,000 3,972 3,386 4,392 8,498 3,596
G 4,876 4,764 5,411 3,160 5,181 4,150 3,972 0,000 4,094 3,773 7,547 3,936
H 3,281 5,564 3,754 3,746 4,097 3,902 3,386 4,094 0,000 4,313 8,287 3,272
I 5,672 3,836 6,335 4,367 6,292 3,849 4,392 3,773 4,313 0,000 6,431 5,160
J 9,279 3,897 10,136 7,834 9,915 7,419 8,498 7,547 8,287 6,431 0,000 8,766

M 3,282 6,354 2,325 2,605 3,340 4,318 3,596 3,936 3,272 5,160 8,766 0,000
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In table 7, the calculation of the Fourth Derivative Distance Matrix has been formed from the Single Linkage results, namely
the merger between NO clusters and M Clusters.

Table 7. Fourth Derivative Distance Matrix

NO-M AD KL B C E F G H I J
NOM 0,000 3,282 6,354 2,605 2,598 4,318 3,596 3,936 3,272 5,160 8,766
AD 3,282 0,000 6,740 4,127 4,244 3,966 3,129 4,876 4,150 5,672 9,279
KL 6,354 6,740 0,000 5,669 7,638 4,596 6,159 4,764 3,972 3,836 3,897
B 2,605 4,127 5,669 0,000 4,520 3,636 3,078 3,160 3,746 4,367 7,834
C 2,598 4,244 7,638 4,520 0,000 5,623 4,209 5,181 4,097 6,292 9,915
E 4,318 3,966 4,596 3,636 5,623 0,000 3,860 4,150 3,902 3,849 7,419
F 3,596 3,129 6,159 3,078 4,209 3,860 0,000 3,972 3,386 4,392 8,498
G 3,936 4,876 4,764 3,160 5,181 4,150 3,972 0,000 4,094 3,773 7,547
H 3,272 3,281 5,564 3,746 4,097 3,902 3,386 4,094 0,000 4,313 8,287
I 5,160 5,672 3,836 4,367 6,292 3,849 4,392 3,773 4,313 0,000 6,431
J 8,766 9,279 3,897 7,834 9,915 7,419 8,498 7,547 8,287 6,431 0,000

In table 8, the calculation of the Fifth Derivative Distance Matrix has been formed from the Single Linkage results, namely the
merger between NOM clusters and C Clusters.

Table 8. Fifth Derivative Distance Matrix

NOM-C AD KL B E F G H I J
NOMC 0,000 3,282 6,354 2,605 4,318 3,596 3,936 3,272 5,160 8,766

AD 3,282 0,000 6,740 4,127 3,966 3,129 4,876 4,150 5,672 9,279
KL 6,354 6,740 0,000 5,669 4,596 6,159 4,764 3,972 3,836 3,897
B 2,605 4,127 5,669 0,000 3,636 3,078 3,160 3,746 4,367 7,834
E 4,318 3,966 4,596 3,636 0,000 3,860 4,150 3,902 3,849 7,419
F 3,596 3,129 6,159 3,078 3,860 0,000 3,972 3,386 4,392 8,498
G 3,936 4,876 4,764 3,160 4,150 3,972 0,000 4,094 3,773 7,547
H 3,272 4,150 3,972 3,746 3,902 3,386 4,094 0,000 4,313 8,287
I 5,160 5,672 3,836 4,367 3,849 4,392 3,773 4,313 0,000 6,431
J 8,766 9,279 3,897 7,834 7,419 8,498 7,547 8,287 6,431 0,000

In table 9, the calculation of the Sixth Derivative Distance Matrix has been formed from the Single Linkage results, namely the
merger between NOMC clusters and B Clusters.

Table 9. Sixth Derivative Distance Matrix

NOMC-B AD KL E F G H I J
NOMCB 0,000 3,282 5,669 3,636 3,078 3,160 3,272 4,367 7,834

AD 3,282 0,000 6,740 3,966 3,129 4,876 4,150 5,672 9,279
KL 5,669 6,740 0,000 4,596 6,159 4,764 3,972 3,836 3,897
E 3,636 3,966 4,596 0,000 3,860 4,150 3,902 3,849 7,419
F 3,078 3,129 6,159 3,860 0,000 3,972 3,386 4,392 8,498
G 3,160 4,876 4,764 4,150 3,972 0,000 4,094 3,773 7,547
H 3,272 4,150 3,972 3,902 3,386 4,094 0,000 4,313 8,287
I 4,367 5,672 3,836 3,849 4,392 3,773 4,313 0,000 6,431
J 7,834 9,279 3,897 7,419 8,498 7,547 8,287 6,431 0,000

In table 10, the calculation of the Seventh Derivative Distance Matrix has been formed from the Single Linkage results, namely
the merger between NOMCB clusters and F Clusters.
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Table 10. Seventh Derivative Distance Matrix

NOMCB-F AD KL E G H I J
NOMCBG 0,000 3,129 5,669 3,636 3,160 3,272 4,367 7,834

AD 3,129 0,000 6,740 3,966 4,876 4,150 5,672 9,279
KL 5,669 6,740 0,000 4,596 4,764 3,972 3,836 3,897
E 3,636 3,966 4,596 0,000 4,150 3,902 3,849 7,419
G 3,160 4,876 4,764 4,150 0,000 3,386 4,392 8,498
H 3,272 4,150 3,972 3,902 3,386 0,000 4,313 8,287
I 4,367 5,672 3,836 3,849 4,392 4,313 0,000 6,431
J 7,834 9,279 3,897 7,419 8,498 8,287 6,431 0,000
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In table 11, the calculation of the Eighth Derivative Distance Matrix has been formed from the Single Linkage results, namely
the merger between NOMCBF clusters and AD Clusters.

Table 11. Eighth Derivative Distance Matrix

NOMCBF-AD KL E G H I J
NOMCBFAD 0,000 5,669 3,636 3,160 3,272 4,367 7,834

KL 5,669 0,000 4,596 4,764 3,972 3,836 3,897
E 3,636 4,596 0,000 4,150 3,902 3,849 7,419
G 3,160 4,764 4,150 0,000 3,386 4,392 8,498
H 3,272 3,972 3,902 3,386 0,000 4,313 8,287
I 4,367 3,836 3,849 4,392 4,313 0,000 6,431
J 7,834 3,897 7,419 8,498 8,287 6,431 0,000

In table 12, the calculation of the Ninth Derivative Distance Matrix has been formed from the Single Linkage results, namely
the merger between NOMCBFAD clusters and G Clusters.

Table 12. Ninth Derivative Distance Matrix

NOMCBFAD-G KL E H I J
NOMCB

FADG
0,000 4,764 3,636 3,272 4,392 7,834

KL 4,764 0,000 4,596 3,972 3,836 3,897
E 3,636 4,596 0,000 3,902 3,849 7,419
H 3,272 3,972 3,902 0,000 4,313 8,287
I 4,392 3,836 3,849 4,313 0,000 6,431
J 7,834 3,897 7,419 8,287 6,431 0,000

In table 13, the calculation of the Tenth Derivative Distance Matrix has been formed from the Single Linkage results, namely
the merger between NOMCBFADG clusters and H Clusters.

Table 13. Tenth Derivative Distance Matrix

NOMCBFADG-H KL E I J
NOMCBF

ADGH
0,000 3,972 3,636 4,313 7,834

KL 3,972 0,000 4,596 3,836 3,897
E 3,636 4,596 0,000 3,849 7,419
I 4,313 3,836 3,849 0,000 6,431
J 7,834 3,897 7,419 6,431 0,000

In table 14, the calculation of the Eleventh Derivative Distance Matrix has been formed from the Single Linkage results, namely
the merger between NOMCBFADGH clusters and E Clusters.

Table 14. Eleventh Derived Distance Matrix

NOMCBFADGH-E KL I J
NOMCBFADGHE 0,000 3,972 3,849 7,419

KL 3,972 0,000 3,836 3,897
I 3,849 3,836 0,000 6,431
J 7,419 3,897 6,431 0,000

In table 15, the calculation of the Twelfth Derivative Distance Matrix has been formed from the Single Linkage results, namely
the merger between KL clusters and I Clusters.
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Table 15. Twelfth Derivative Distance Matrix

KL-I NOMCBFADGHE J
KLI 0,000 3,849 3,897

NOMCBFADGHE 3,849 0,000 7,419
J 3,897 7,419 0,000

In table 16, the calculation of the Thirteenth Derivative Distance Matrix has been formed from the Single Linkage results,
namely the merger between KLI clusters and NOMCBFADGHE Clusters.

Table 16. Thirteenth Derivative Distance Matrix

KLI-NOMCBFADGHE J
KLINOMCBFADGHE-J 0 3,897

3,897 0

In table 17, the calculation of the Fourteenth Derivative Distance Matrix has been formed from the Single Linkage results,
namely the merger between KLINOMCBFADGHEclusters and J Clusters.

Table 17. Fourteenth Derivative Distance Matrix

0 KLINOMCBFADGHE-J
KLINOMCBFADGHE-J 0

From the Euclidean single linkage calculation process, 14 derived clusters are obtained so that the resulting cluster data.

Table 18. Cluster Results

Nomor Cluster Nirm Nama

1

9980641790 Debby Nadillah Harahap
9987371019 Dermilan Harahap
9000137499 Halawiyah Primadeny Yanuary
9986175197 Cici Adniyaty

2

9000137502 Irpan Pohan
9000137505 Muhammad Fakhriza Ananda Hasibuan
9986294826 Hari Topan Basroh
9986294859 Ahmad Fauzi Tanjung
9950021406 Ahmad Afrizal
9000137537 Ayu Andira
9983689340 Afdillah
9986050887 Anggi Arafah
9956819174 Bonar Aryansyah
9972100774 Budi Irawan
9990261330 Audriyana

4. CONCLUSION
Based on the application of the Single Linkage Technique in solving problems regarding the grouping of student scientific

fields that have been carried out, the results obtained are grouping 2 clusters out of 14 derived clusters. The first cluster contains four
students categorized as a group of students with good competence. In comparison, the second cluster contains 12 students categorized
as a group of less competent students. From the cluster results, it can be seen that the student specialization class will be divided into
2 class groups, and group 2 is the class that will get priority learning concentration because this group has poor grades compared to
group 1. Hence, it needs to be more intensive and needs assistance. The data from the Cluster calculation results have been validated
with the system created and have the same results as manual calculations. As for suggestions for future researchers, it can combine
several of its algorithms to produce a more accurate analysis in providing recommendations for researchers.
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