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ABSTRACT

One of the problems that are often faced by classifier algorithms is related to the problem of imbal-
anced data. One of the recommended improvement methods at the data level is to balance the number
of data in different classes by enlarging the sample to the minority class (oversampling), one of which
is called The Synthetic Minority Oversampling Technique (SMOTE). SMOTE is commonly used to
balance data consisting of two classes. In this research, SMOTE was used to balance multi-class data.
The purpose of this research is to balance multi-class data by applying SMOTE repeatedly. This iter-
ative process needs to be applied if the number of unbalanced data classes is more than two classes,
because the one-time SMOTE process is only suitable for binary classification or the number of un-
balanced data classes is only one class. To see the performance of iterative SMOTE, the SMOTE
datasets were classified using a neural network, k-NN, Nave Bayes, and Random Forest and the per-
formance measures were measured in terms of accuracy, sensitivity, and specificity. The experiment
in this research used the Glass Identification dataset which had six classes, and the SMOTE process
was repeated five times. The best performance was achieved by the Random Forest classifier method
with accuracy = 86.27%, sensitivity = 86.18%, and specificity = 95.82%. The result of experiment
present that repeated SMOTE results can increase the performance of classification.

Copyright c©2022 MATRIK: Jurnal Manajemen, Teknik Informatika, dan Rekayasa Komputer.
This is an open access article under the CC BY-SA license.

Corresponding Author:

Muhammad Ibnu Choldun Rachmatullah, 081347595733,
D III Information System,
Politeknik Pos Indonesia, Bandung, Indonesia,
Email: ibnucholdun@poltekpos.ac.id

How to Cite: M. Rachmatullah, The Application of Repeated SMOTE for Multi Class Classification on Imbalanced Data, MATRIK
: Jurnal Manajemen, Teknik Informatika dan Rekayasa Komputer, vol. 22, no. 1, pp. 13-24, Nov. 2022.
This is an open access article under the CC BY-NC-SA license (https://creativecommons.org/licenses/by-nc-sa/4.0/)

Journal homepage: https://journal.universitasbumigora.ac.id/index.php/matrik

accredited by Kemenristekdikti, Decree No: 200/M/KPT/2020
https://creativecommons.org/licenses/by-sa/4.0/
mailto: ibnucholdun@poltekpos.ac.id
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://journal.universitasbumigora.ac.id/index.php/matrik


14 r ISSN: 2476-9843

1. INTRODUCTION
The problem of classification of imbalanced data occurs in various fields and has given a lot of attention from researchers.

For example, imbalanced data related to anomaly detection [1], fault diagnosis kesalahan [2, 3], disease diagnosis [4, 5], or facial
recognition [6]. Imbalanced data [7] means that in the classification process involving two classes, the number of samples for a
particular class is much larger than the samples number for other classes [8, 9]. Usually, the class that has the larger number of
samples is called the majority class, and the other class is called the minority. Several research have provided that when the number
of certain classes is much larger than in other classes, the existing classification method will provide more focus to the accuracy of
classification of the majority class sample in the classification process than the minority class. Several research have provide that
when the sample size in the majority class is three or more times the size of sample in the minority class, can usually be said as
imbalanced dataset. Whereas in some cases, minority class samples in imbalanced datasets are often the focus of research. So, a
strategy is needed to increase the minority class samples accuracy [10].

Recently, the classification of imbalanced datasets has been the focus of attention by researchers. An imbalanced class distri-
bution can obscure the results of machine learning or data mining algorithms, because the performance measure used by machine
learning algorithms is usually overall accuracy. For example, there are 90 normal samples in the disease classification and only 10
abnormal samples, although all abnormal samples are misclassified, the accuracy of the model is still 90% [11, 12]. Imbalanced class
can interfere with the ability of prediction of algorithms or classification methods because algorithms pursue classification accuracy
as a whole [13]. To solve classification problems on imbalanced data, researchers can increase the performance of classification
algorithms at the data level or algorithm level [13, 14]. One of the improvement technique at the level of data is to balance the
number of data in different classes by adding samples to the minority class (oversampling) or removing samples from the majority
class (undersampling) [15, 16]. The advantage of improving at the data level is that the method does not need to be limited by a
specific domain and classifier model [17], and is more commonly applied than improving the algorithm to fit a specific classifier [15].
The undersampling method reduces the imbalanced dataset by decrease the sample of class with a larger sample size. This decreas-
ing can be done randomly, and usually this is often called random undersampling [18]. While this method can balance the number
of other sample classes and reduce the total sample size, which can reduce computational time, there is a risk of losing significant
information in the dataset. The oversampling method, on the other hand, adds a minority class sample to an imbalanced dataset. The
most common way is to directly copy the minority class sample so that a balanced amount of data is obtained between the minority
class and the majority class. Even if the oversampling technique does not cause the loss or reduction of data information, there is also
a possible risk that it can cause over-fitting.

Many oversampling techniques have been proposed by researchers, but the most common is the so-called The Synthetic
Minority Oversampling Technique (SMOTE) which was first proposed by Chawla et al. [19]. The SMOTE algorithm is the most
common oversampling method and the most popular approach for dealing with machine learning problems on imbalanced data [13].
Many researchers often use the SMOTE technique to balance data on two-class classification problems [20, 21], for example the
study conducted by Khusi et al., where SMOTE was applied to a lung cancer dataset consisting of two classes [22]. The application
of SMOTE to balance binary classification data related to fraud detection in the financial sector has been carried out by Hsin et al.
[23]. Research on anomaly detection in industrial control systems conducted by Jiang et al. also applied SMOTE to balance the
data for the purpose of classifying the two classes [24]. Guo et al. conducted a study to detect students’ mental health by using
multimodal education data pooling [25]. Obiedat et al. applied SMOTE to balance two classes of data in a research on customer
satisfaction analysis [26]. The SMOTE process which is only carried out once cannot solve the problem of multi-class imbalanced
data where the number of imbalanced data classes is more than one class, because with SMOTE once one class has become balanced,
but the other classes remain a minority class. Although it is still rarely done, the use of SMOTE to balance multi-class data has been
carried out by several researchers by adding certain strategies or techniques to the original SMOTE, for example by carrying out a
weighting strategy as done by Deng et al. [27]. The difference between this study and previous studies is that it applies SMOTE
repeatedly to balance data in multi-class classifications. The strategy applied is by repeating SMOTE as many as the existing minority
class. After SMOTE is applied repeatedly and the data has become balanced, various classification algorithms will be applied to the
balanced data. So the purpose of this study is to apply SMOTE repeatedly to the classification of multi-class imbalanced datasets.
The classification algorithm used is neural network, k-NN, Nave-Bayes, and Random Forest. The selection of these four algorithms
is based on the consideration that the four algorithms have different theoretical bases. Neural network imitates the workings of the
human brain, k-NN uses the concept of nearest neighbourhood, Nave Bayes is based on statistics, while Random Forest is based on
decision trees.

This paper contains four sub-chapters in the following order: introduction, research methods, results and analysis, and conclu-
sions. The introduction contains the state of the art of this research. The research method contains the steps or stages of research.
The results and analysis subsection contains the experimental results and analysis, and the last subsection is the conclusion.
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2. RESEARCH METHOD

The research method was carried out following the steps shown in Figure 1 which included: preparing the dataset, the SMOTE
process, determining the data separation method and its proportions, classifying the dataset, and calculating performance. Each step
is explained in each subsequent sub-chapter.

Figure 1. Research Steps

2.1. Dataset Preparation

The dataset used is taken from the UCI Machine Learning Repository which has a multi-class classification objective function.
The dataset used is Glass Identification which consists of 214 data, has 10 input attributes, one of which is an attribute for id, while
the output attribute is a classifier consisting of 7 classes, but one class of which has a frequency of 0. Frequency for each class shown
in Table 1.

Table 1. Glass Classification dataset frequency per class

No Class Frequency
1 building windows float processed 76
2 building windows non float processed 70
3 vehicle windows float processed 29
4 vehicle windows non float processed 0
5 containers 17
6 tableware 13
7 headlamps 9

Total 214

For class number 4, because it has a frequency of 0, it is not used in the SMOTE process or in the classification process, so the
final dataset only has 6 classes. From this dataset, it can be seen that the frequency distribution for each class is less evenly distributed,
there are classes that have relatively higher frequencies than other classes. Therefore, this dataset is a multi-class imbalanced dataset.

The Application of . . . (Muhammad Ibnu Choldun Rachmatullah)
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2.2. SMOTE Process

Usually the SMOTE process is carried out for datasets that have two classes, namely the majority class and the minority class.
With the SMOTE process, previously the amount of data between the majority and minority class was not balanced to be balanced.
To balance the multi-class dataset, the SMOTE process is carried out many times as many as the number of classes that have a
smaller frequency than the class that has the largest frequency. For example, for the Glass Identification dataset, the SMOTE process
is carried out 5 times. The data balancing algorithm uses the SMOTE technique proposed by Chawla et al. [19]. The principle of this
algorithm is to increase the amount of data in the minority class so that the number is balanced with the majority class. The steps of
the iterative SMOTE process can be seen in the flowchart in Figure 2.

Figure 2. Repeated SMOTE Flowchart

2.3. Determining Data Split Methods and Their Proportions

The data split method used is cross-validation(CV), a statistical technique for evaluating and comparing learning algorithms
by dividing the data into two parts: one is used to train the model and the other is used to validate or test the model [28, 29]. In
cross-validation, the training and testing data must be exchanged sequentially so that each data point has a chance to be tested or
validated. The basic form of cross-validation is often called k-fold cross-validation. In k-fold cross-validation, the data is partitioned
into k equal-sized segments. Furthermore, the training and testing iterations are carried out in such a way that in each iteration
one part of the data is used as test data while the remaining k-1 is used for training. In data mining and machine learning, 10-fold
cross-validation is the most commonly used. An illustration of the 10-fold cross-validation can be seen in Table 2.
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Table 2. Pembagian data untuk Training dan Testing

From Table 2 it can be explained that by using 10-fold cross-validation, when running a machine learning process, it is as if the
experiment was carried out 10 times, where in each experiment 10% of the data is for testing (blue box), and 90% of data for training.
So the proportion of training data with testing is 90% versus 10% for each experiment. The accuracy of the 10-fold cross-validation
method was obtained from the average accuracy value of 10 experiments. The advantage of using the cross-validation method is that
all data can be used as training data and test data for different experiments.

2.4. Dataset Classification
There are four classification methods used in this study, namely:

1. Neural network
2. k-NN
3. Nave Bayes
4. Random Forest

Neural network is a model that imitate the workings of neurons in the human brain, where each neuron is interconnected to
transmit information. This method is designed to solve problems that cannot be solved by conventional computing. Neural networks
consist of a collection of neurons that interact with each other to solve cases such as classification and regression. In using this
method, a neuron can have several inputs to process and only have one output which is the final result. The neural network structure
consists of 3 layers, namely the input layer, the hidden layer or the layer between the input and output, and the last layer is the output
layer [30]. The neural network architecture used is as presented in Figure 3, which consists of an input layer (X) which has 10 input
attributes, using a hidden layer (h1) which has two neurons, and an output layer (Y) which will classify the output into seven classes.

Figure 3. Neural Network Architecture Used

The Application of . . . (Muhammad Ibnu Choldun Rachmatullah)



18 r ISSN: 2476-9843

K-nearest neighbors (k-NN) is a technique to perform classification based on learning data, by taking the k nearest-neigbors
[31]. The amount of data and the size of the dimensions of the data owned will affect the determination of the number of k neighbors.
The proximity of a point to its neighbors can be calculated using the Euclidean distance (1).

(x, y) =
√

Σn
k=1(ak − bk)2 (1)

a = point whose class is known, b = new point, and D = distance. D(x,y) is the distance between the known classification
point (a) and the new point (b). The distance between the new point and the training data point will be calculated and the number of
neighbors (k) is determined in the analysis.

Nave Bayes is a statistically based classifier applied to estimate probabilities for class membership. Bayes’ theorem forms the
basis of this method. This method uses the concept of probability with the assumption that the existing categories are independent or
not dependent on other categories. This method predicts the probability of an event based on previous events. Based on the above
equation, the value of the posterior or probability in class X with certain sample properties can be obtained from the probability of
occurrence of class X before the sample or called prior, multiplied by the likelihood or probability of occurrence of the sample trait in
class X, then divided by the probability of occurrence of the sample trait as a whole or evidence. The equation of the Bayes theorem
is (2).

Posterior =
prior × likehood

evidence
(2)

Random Forest is a technique based on a collection of decision trees. This technique builds a decision tree starting from the
root node to the leaf node by taking random attributes [32]. Method that uses a decision tree consisting of a root node, an internal
node, and a leaf node [33]. The steps of Random Forest are as follows:

a. Determine the number of trees (k) selected from a total of m features, where k is less than m.
b. Take N samples of the dataset for each tree.
c. In each tree, take m subsets of predictors at random, where m< is the number of predictor variables.
d. Repeat the second and third steps until there are k trees.
e. Prediction results are obtained from the most votes from the classification results as many as trees.

The four methods used that have been described above have their respective parameters. The parameters used for each method
are as follows:

1. Neural network uses a multilayer perceptron (MLP) architecture with one hidden layer with two neurons, cycles = 200, LR =
0.01, and momentum = 0.9

2. k-NN uses k=5 with the method of calculating distance using Euclidian distance
3. Naive Bayes, to avoid calculations that result in zero values using Laplace correction
4. Random Forest, number of trees 100, criteria=gain ratio, maximum depth=10, voting strategy=confidence vote

2.5. Calculating Performance
The performance of each classifier method used is calculated based on the values of accuracy, sensitivity, and specificity.

Accuracy is the percentage of the number of data that is correctly predicted to the total amount of data. Sensitivity is how reliably
(expressed in percent) a model can correctly predict data that has a positive label. Specificity is a measure of the model’s performance
(in percent) in correctly predicting data that has a negative label. To get the performance of the classification by using SMOTE
iteratively using a confusion matrix for multi-class classification. The formula for calculating each performance is presented in Table
3.

Table 3. Performance Measure Formula

Performance Formula
Accuracy (TP+TN)/(TP+FP+FN+TN)
Sensitivity (TP)/(TP+FN)
Specifisity (TN)/(TN+FP)

TP= True positive, TN= True negative, FP= False positive, TN= True Negative
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3. RESULT AND ANALYSIS
The results and analysis section presents the results of applying SMOTE to multi-class classification for the Glass Identification

dataset. Based on Table 1, the datasets are grouped into 6 classes (classes with a frequency of 0 are not included), where the largest
class frequency is 76. The other classes that have a smaller frequency are carried out in a stepwise SMOTE process, starting with the
class that has the smallest frequency. The testing technique carried out in this study uses k-fold cross validation with the number of
k = 10.

3.1. Classification without SMOTE
The original data from the dataset consisting of 214 data, was classified using the neural netwok machine learning method. The

neural network architecture used is Multi-Layer Perceptron (MLP) which has a hidden layer with two neurons. The distribution of
the data uses the 10-fold cross-validation method. After running the machine learning process using a neural network, the accuracy
value is 61.69%, sensitivity is 44.38%, and specificity is 88.88%.

3.2. Classification with 1st SMOTE
In the 1st SMOTE process, the data balancing process is carried out for the class that has the smallest frequency = 9 (headlamp

class) against the class that has the largest frequency = 76 (building windows float processed class). After the 1st SMOTE process is
carried out, the frequency for each class becomes as presented in Table 4.

Table 4. Dataset Frequency after 1st SMOTE

No Class Frequency nth SMOTE
1 building windows float processed 76
2 building windows non float processed 70
3 vehicle windows float processed 29
4 containers 17
5 tableware 13
6 headlamps 76 1st SMOTE

Total 281

So the headlamp class which originally had a frequency of 9 has a frequency of 76, so the number of datasets becomes 281.
After the 1st SMOTE process is carried out, the dataset is then classified using a neural network and obtained an accuracy of 74.77%,
sensitivity 62.67%, and specificity 92.87%.

3.3. Classification with 2nd SMOTE
In the 2nd SMOTE process, the data balancing process is carried out for the class that has the 2nd smallest frequency, namely the

tableware class with a frequency of 13, against the class that has the largest frequency=76 (class building windows float processed).
After the 2nd SMOTE process is carried out, the frequency for each class becomes as shown in Table 5.

Table 5. Dataset Frequency After 2nd SMOTE

No Class Frequency nth SMOTE
1 building windows float processed 76
2 building windows non float processed 70
3 vehicle windows float processed 29
4 containers 17
5 tableware 76 1st SMOTE
6 headlamps 76 2nd SMOTE

Total 344

So the tableware class which originally had a frequency of 13 became a frequency of 76, so the number of datasets became
344. After the 2nd SMOTE process was carried out, the dataset was then classified using a neural network and obtained an accuracy
of 78.77%, a sensitivity of 68.96% and a specificity of 94.35%.

The Application of . . . (Muhammad Ibnu Choldun Rachmatullah)
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3.4. Classification with 3rd SMOTE, and 5th SMOTE
Using the same steps, through the 3rd SMOTE 4th SMOTE, and 5th SMOTE process, then the classes that have not been

balanced data will be balanced against the class that has the greatest frequency. The final results obtained after the 5th SMOTE
process are as presented in Table 6.

Table 6. Dataset Frequency After 5th SMOTE

No Class Initial Frequency Final Frequency nth SMOTE
1 building windows float processed 76 76
2 building windows non float processed 70 76 5th SMOTE
3 vehicle windows float processed 29 76 4th SMOTE
4 containers 17 76 3rd SMOTE
5 tableware 13 76 2nd SMOTE
6 headlamps 9 76 1st SMOTE

Total 214 380

The results of the classification with the neural network after the 3rd SMOTE, 4th SMOTE, and 5th SMOTE resulted in the
accuracy levels being: 73.97%, 78.00%, and 77.42%; sensitivity 74.60%, 77.63%, and 77.41%, respectively; and specificity 93.68%,
92.99%, and 92.91%, respectively. As a summary of the accuracy values obtained for each of the above stages are as presented in
Table 7.

Table 7. Nilai Akurasi untuk SMOTE ke-n

No. SMOTE ke-n Accuracy Sensitivity Specificity
1 Without SMOTE 61.69% 44.38% 88.88%
2 1st SMOTE 74.77% 62.67% 92.87%
3 2nd SMOTE 78.77% 68.96% 94.35%
4 3rd SMOTE 73.97% 74.60% 93.68%
5 4th SMOTE 78.00% 77.63% 92.99%
6 5th SMOTE 77.42% 77.41% 92.91%

If depicted in graphical form, it can be seen in Figure 4. So for the Glass Identification dataset, the performance of the classifier
using a neural network, the highest accuracy value is achieved when the SMOTE process is carried out twice (accuracy = 78.77%),
while the lowest accuracy is when without processing without SMOTE (accuracy=61.69%). The highest sensitivity is 77.41% with
four times SMOTE, while the lowest is 44.38 without SMOTE. The highest specificity was 94.35% with twice SMOTE, and the
lowest was 88.88% without SMOTE.

Figure 4. Performance for the nth SMOTE
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3.5. Comparison of Classification Methods
In addition to using a neural network, in this study also perform a classification process using other methods, namely k-NN,

Nave-Bayes, and Random Forest. The results of each nth SMOTE stage using several classifier methods can be seen in Table 8, Table
9, and Table 10 and in graphical form in Figure 5 for accuracy performance as an example.

Table 8. Comparison of Classification Method Accuracy

Methods Without SMOTE 1st SMOTE 2nd SMOTE 3rd SMOTE 4th SMOTE 5th SMOTE
Neural Network 62.21% 74.77% 78.77% 73.97% 78.00% 77.42%

k-NN 69.16% 77.93% 81.70% 80.67% 83.33% 83.77%
Nave Bayes 44.33% 59.75% 63.09% 60.54% 65.33% 64.24%

Random Forest 72.42% 80.43% 82.28% 84.38% 85.78% 86.17%

Table 9. Comparison of Classification Method Sensitivity

Methods Without SMOTE 1st SMOTE 2nd SMOTE 3rd SMOTE 4th SMOTE 5th SMOTE
Neural Network 44.38% 62.67% 68.96% 74.6% 77.63% 77.41%

k-NN 61% 67.82% 74.32% 79.82% 83.03% 83.77%
Nave Bayes 48.07% 54.05% 61.54% 62.68% 64.83% 64.26%

Random Forest 69.63% 71.62% 72.42% 83.92% 85.48% 86.18%

Table 10. Comparison of the Specificity of Classification Methods

Methods Without SMOTE 1st SMOTE 2nd SMOTE 3rd SMOTE 4th SMOTE 5th SMOTE
Neural Network 88.88% 92.87% 94.35% 93.68% 92.99% 92.91%

k-NN 90.93% 93.85% 95.15% 95.14% 94.12% 94.24%
Nave Bayes 85.56% 90.18% 91.28% 90.90% 90.46% 90.28%

Random Forest 91.48% 94.24% 95.15% 95.82% 94.55% 94.63%

From Table 8, Table 9, and Table 10 and Figure 5, it can be seen that in general it can be said that the classification process
for the Glass Identification dataset, using SMOTE has a higher level of accuracy, sensitivity, and specificity than without the SMOTE
process.

Figure 5. Comparison of the accuracy of classifier method
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The best performance for each measure is achieved when the SMOTE process is performed three, four, or five times. This
shows the performance of the classifier method for multi-class classification whose data is not balanced, it is necessary to carry out an
iterative SMOTE process. The best level of accuracy of the four classifier methods used was achieved when SMOTE was performed
more than once. For the neural network method, the best accuracy is achieved with two SMOTEs, Nave-Bayes after four SMOTEs,
while for k-NN and Random Forest the best accuracy is obtained after five SMOTEs. For the neural network method, the best
sensitivity is achieved with four SMOTEs, Nave-Bayes after four SMOTEs, while for k-NN and Random Forest the best accuracy is
obtained after five SMOTEs. For the neural network method, the best specificity is achieved with four SMOTEs, Nave-Bayes after
four SMOTEs, while for k-NN and Random Forest the best accuracy is obtained after five SMOTEs. So in general it can be said
for the classification of multi-class datasets, to achieve the best accuracy, sensitivity, and specificity, the SMOTE process is required
more than once. Based on the level of accuracy per SMOTE stage, the use of Random Forest for the classification of multi-class
Glass Identification datasets provides the best performance. The good performance of the Random Forest algorithm is in accordance
with research conducted by Santosa et al. [33]. Random Forest is a reliable classification algorithm for the case of unbalanced data
[34, 35]. In a previous study conducted by Szepannek and Perry [36], the performance measure of accuracy with the Random Forest
method reached 79.1%, while that conducted by Aldayel [37] using the k-NN method obtained the best performance for accuracy
= 80.37%. , and sensitivity = 80.4%. Mathur and Surana [38] conducted a study with the best performance for the Random Forest
method with accuracy = 79.62%, and using the k-NN method, accuracy = 74.07%. So the results obtained in this study have a better
performance than the three studies.

4. CONCLUSION
Imbalanced data presents difficulties for many classifier algorithms. Oversampling of training data to make it more even is an

effective strategy to solve this problem at the data processing level, one of which is through the SMOTE method. Generally, SMOTE
is widely applied to the classification of two classes so that the SMOTE process is only applied once. In this study, SMOTE was
applied to multi-class classification problems. The strategy is to do an iterative SMOTE process. Experimental results with various
classification methods show that the repeated SMOTE process provides better accuracy, sensitivity, and specificity than applying the
classifier method without SMOTE or only doing SMOTE once. The best performance for each measure of Glass Identification dataset
classification with repeated SMOTE is: accuracy = 86.17%, sensitivity = 86.18%, and specificity = 95.82% where the classification
technique used is Random Forest. For further research, the properties of each classifier need to be analyzed related to how many
SMOTE iterations are needed to obtain the best level of accuracy and also research needs to be carried out to be applied to other
classifier algorithms.
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