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ABSTRACT

The Covid-19 pandemic has resulted in all activities having to be carried out by implementing physical
distancing or social distancing in accordance with health protocols for mutual safety. The government
encourages people to do more activities at home, including shopping. Consumer perception of pur-
chasing goods online is a process of evaluating various alternatives and choosing one alternative to
purchase goods using internet media. The government appealed to the public to take advantage of
online shopping to minimize the spread of Covid-19. This indicates that there are factors that influ-
ence consumer perceptions of purchasing goods online during the Covid-19 pandemic. The purpose
of this study was to examine the effect of perceived convenience, perceived benefits, perceived trust-
worthiness, and product quality on people’s purchasing decisions in Bali using the Structural Equation
Modeling-Partial Least Square (SEM-PLS) approach, Support Vector Regression (SVR), and Feed
Forward Neural Network (FFNN). Based on the results of the tests carried out, the SEM-PLS model is
able to produce a model with an R2 value of 72.7% with a MAPE of 337.37, an SVR model of 65.88%
with a MAPE of 219.56 and a FFNN model of 97.28% with a MAPE of 90.22. Based on the resulting
R2 and MAPE values, the FFNN model gives the highest results compared to other models.
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1. INTRODUCTION
Covid-19 in Indonesia was announced by the government for the first time in early March 2020 regarding the presence of

Indonesian citizens who were positive for this virus. The existence of the Covid-19 pandemic has resulted in all activities having
to be carried out by implementing physical distancing or social distancing in accordance with health protocols for mutual safety.
Physical Distancing or Social Distancing is an effort to maintain social distance, so that with the condition of maintaining a distance
we are encouraged to worship, work and study from home [1]. The government has implemented several strategies for the spread
of the COVID-19 virus, including by gradually implementing Large-Scale Social Restrictions (PSBB) in areas where the COVID-19
virus is indicated. The PSBB continues, but the necessities of life during the PSBB period must always be met. Therefore, many
people end up using e-commerce to shop for various consumer needs. For example, the habit of shopping at planning centers or
stores is now starting to switch to using online media [2].

Online shopping is becoming a popular method among the public, this can be seen with the increasing number of online
shopping transactions that have been carried out. According to Ernst and Young (1999) [3], convenience and greater savings are the
two main reasons for the increasing interest in online shopping for consumers. Consumers can shop online anytime and anywhere.
Consumers can save time and money when looking for information about an item/product and when shopping online. E-Commerce is
a process of buying and selling products electronically by consumers and from company to company with computers as intermediaries
for business transactions [2]. As an entrepreneur, learning to understand consumer behavior in making purchasing decisions is very
useful. Intense competition and diverse consumer demands, understanding consumers is very important. Who is better able to
understand consumer desires will win the competition. A consumer who has made a purchase decision will be satisfied if what he
buys is in accordance with what is perceived. The buying decision made by the buyer is actually a collection of a number of decisions
[3, 4]. In this case the perception of trust, comfort, perceived benefits, and product quality can have a direct effect on consumer
satisfaction in online shopping and can have an indirect influence, namely through purchasing decisions.

Related to this, it is important for online business people to know in advance the factors and analyzes that influence online
purchasing decisions during the COVID-19 pandemic, especially for people in Bali, so that online businesses must have and carry
out the right strategy in order to make decisions. Internet users who have not made online purchases are interested in making online
purchases and can retain existing customers. There are several methods that can be used for modeling online purchasing decisions in
Bali, namely the Structural Equation Modeling (SEM) Method, Support Vector Regression (SVR), and Feed forward neural network
(FFNN). Where from this research no one has ever conducted research related to modeling with the three existing methods using the
same data, so they do not know for sure which method is more appropriate when using the same data.

Structural Equation Modeling (SEM) is a technique with a combination of path analysis and regression analysis that allows
researchers to simultaneously test a series of interrelated relationships between the measured variables and latent constructs [2].
SEM analysis is a complex multivariate analysis, because it involves a number of independent variables and dependent variables
that are interconnected to form a model. One of the variance or component-based SEM strategies is the Partial Least Square (PLS)
method, where the data used to model structural equations does not have to be normally distributed and the sample size is relatively
small. PLS is an analytical method used to confirm theory, and can also be used to explain whether or not there is a relationship
between latent variables [2]. The results of research showing that the use of SEM can produce theoretical mechanisms of decision-
making and provide empirical evidence [3, 4]. Other results suggest that using modeling of the least square partial structural equation
(PLS-SEM) in investment decision making, has important implications for investors to understand themselves to anticipate bias in
investment decision-making [5].

Support Vector Regression (SVR) is a model and development of SVM for regression and time series modeling. SVM is a
learning system using a hypothetical space in the form of linear functions in a high-dimensional feature space. The SVM concept
uses the -esensitive loss function concept which can be generalized to approach a function known as SVR [6]. The SVR concept is
based on structural risk minimization, which is to estimate a function by minimizing the upper limit of the generalization error, so that
SVR is able to overcome overfitting. The purpose of SVR is to obtain a function with the smallest error rate so as to produce a good
prediction. In line with the results of research conducted by [7] which states that the support vector regression model has lower and
stronger predictive errors. Other studies state that computational results show that hybrid SVR models are efficient tools, capable of
performing more precise predictions of maximum pitting corrosion depth. In addition, the results revealed that the SVR-FFA model
outperformed all other models considered in the study.

Feed forward neural network (FFNN) is one of the main types of neural networks, and the FFNN method is the most widely
used method for making predictions [8]. The architecture of the FFNN model consists of one input layer, one or more hidden layers,
and one output layer. In this model, the calculation of the response or output Y k is done by processing input x flows from one layer
forward to the next layer sequentially. Among various neural network models, FFNN is the model that is more often used because it
is known to have good approximation capabilities and is universal. In addition, the FFNN method has been known for its advantages,
namely it has a predictive value that is very close to the actual value so that it produces small errors and has the ability to detect or
perform analysis for very complex problems. The FFNN method does not have certain conditions or assumptions [9].
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References [10] researched on ”Use of Structural Equation Modeling (SEM) to Analyze Factors Affecting Customer Loyalty
(Case Study: PT Bank Negara Indonesia (BNI) KCU Ambon)”. The results of the study indicate that the latent variable of bank image
has an influence on customer loyalty while the latent variable of customer satisfaction has no effect on customer loyalty. References
[11] researched the ”Best Sem-Pls Model for Evaluation of Discrete Mathematics Learning With LMS”. The results of the study
indicate that the Main Model is better based on the value of Q2 compared to other models in this study. The results are different if
the criteria used are AIC, AICu, AICc, BIC, HQ and HQc, where Models C2 and B2 are models based on these criteria. References
[12] researched ”The Application of Support Vector Regression (Svr) in Predicting the Number of Domestic Tourist Visits to Bali”.
The results of this study are based on forecasting using training data, the MAPE value obtained is 11, 34%, while using testing data,
the MAPE value obtained is 7, 30%. Based on the resulting MAPE value, it can be categorized as good for predicting the number of
tourism visitors.

References [13] researched ”Comparison of the Seasonal Autoregressive Integrated Moving Average (SARIMA) with Support
Vector Regression (SVR) in Predicting the Number of Foreign Tourist Visits to Bali”. The results of data out sample forecasting
using the SARIMA and SVR methods indicate that the SARIMA method has a smaller MAPE value than the SVR. The MAPE value
of the SARIMA method is 5, 33% while the SVR method is 19, 74%. Likewise, the MSE and MAE values of the SARIMA method
are smaller than the SVR method. From the research conducted, it can be concluded that the SARIMA model is a better method
for predicting the number of foreign tourist visits to Bali. References [14] researched ”Survival Modeling Using Support Vector
Regression (SVR) on Bearing Vibration Data”. The results of the study indicate that the SVR equation using the Kernel Gaussian
RBF function obtained a value of 98.72% for data training and 97.96% for data testing. References [15] researched ”ARIMAX,
FFNN, and ARIMAX-FFNN modeling for rice production forecasting in Central Java Province”. The results of the study show that
the analysis of this study resulted in the best ARIMAX model being the ARIMAX model. While the best FFNN model is the FFNN
model (1-27-1). The best Hybrid ARIMAX-FFNN model is model (2-19-1). The best model for forecasting rice production in the
future period is using the ARIMAX model.

References [16] researched ”Analysis of the Recognition of the Malay Clump State Flag Using the Feed Forward Neural
Network (FFNN) Method”. The results of the research are the results show that the use of 4 Hidden Layers, as well as the use of
Learning Rate 0.5 provides the ability to recognize flag images correctly with an average percentage of accuracy reaching 74.15%.
References [17] researched The Influence of Marketing Mix Variables on Purchasing Decisions and Its Impact on Post-Purchase
Customer Satisfaction of Royal Garden Residence Bali Housing (Study at PT Properti Bali Benoa). The results of the study proves
that there is an indirect influence of the marketing mix variable on consumer satisfaction after purchasing the Royal Garden Residence
Bali housing through the purchase decision. References [18] researched Level 4 PPKM Implementation Effect Of Food And Beverage
Purchase Decisions On Street Vendors In Jakarta Region.The results of this study obtained a regression coefficient of 0.255 with a
significance value of 0.000 <0.05. It can be said that this research hypothesis is accepted because the PPKM Level 4 Application
Variable (X) has a low positive effect on the Purchase Decision Variable (Y). References [19] researched The Influence Of Local
Food Brand Image On Consumer Purchase Decision During Covid-19 Pandemic. The results showed that brand image and price had
no significant effect on purchase intentions and food quality had no effect on purchase intentions. Meanwhile, the Purchase intention
variable which is classified as moderate has a significant effect on the decision to purchase a local franchise during Covid-19.

The novelty of this study compared to previous research is that no previous research has examined the comparison of Structural
Equation Modeling-Partial Least Square (SEM-PLS), Support Vector Regression (SVR), and Feed Forward Neural Network (FFNN)
methods on decision data. online purchases for people in Bali during the covid-19 pandemic. In addition, the data were tested
with a mediating effect. Taking this into account, the purpose of this study is to examine the effect of perceptions, perceived benefits,
perceived trustworthiness, and product quality on people’s purchasing decisions in Bali with the Structural Equation Modeling-Partial
Least Square (SEM-PLS) approach, Support Vector Regression (SVR), and Feed Forward Neural Network (FFNN).

The next stage in this article is the research method, results and discussion, and conclusions. In part 2 the research method
discusses the stages carried out in this research, including: research stages, identification of variables, how to test and obtain data.
Section 3 is the results and discussion, in this section presents the results of the research. Section 4 contains the conclusions of the
results of this study.

2. RESEARCH METHOD

The stages of research carried out in this study are identifying problems, analyzing problems, studying literature, collecting
data, and then applying the SEM-PLS, SVR and FFNN methodologies. The stages of the research carried out can be described in
Figure 1.
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Figure 1. Research Stages

The variables used in this study include exogenous variables, moderator variables, and endogenous variables. The exogenous
variables used in this study are perceived ease of use, perceived of Trust, and lifestyle and the moderator variable in this study is
product quality and the endogenous variable is purchasing decisions (Table 1). The number of samples involved in this study were
97 people in Bali who made online purchases during the Covid-19 pandemic which were obtained through incidental sampling.
Methods of data collection is done by using a questionnaire. The questionnaire was prepared using a grid that has been designed with
a measurement scale using 4 response responses. The questionnaire that was made was then tested limited to 30 people to test the
validity and reliability of the questionnaire. Questionnaires that have been valid and reliable are then used as research questionnaires.
The data obtained from the research questionnaire was then analyzed using a predetermined method.

Table 1. Research Instruments

Variabel Indicator

Buying decision Y

Needs Recognition/Problem Recognition
Information search
Alternative evaluation
Buying decision
Post-purchase behavior

Perception of Ease X1

clearand understandable
does not require a lot of mental effort
easy to use
easy to get the system to do what he/she wants to do

Trust Perception X2
Ability
Benevolence
Integrity

Lifestyle X3
Activity
Interest
Opini

Product quality X4

Strength
Dimension
color scheme
size
shape

The data used in this study can be seen in the Table 2.
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Table 2. Row Data

Case ID Y M1 M2 M3 X1 X2 X3 X4
1 -0.075 -0.064 -0.03 0.037 -0.729 -0.343 0.418 0.088
2 -0.481 -0.02 -0.013 0.027 1.327 0.835 -1.751 -0.015
3 1.045 0.002 0.008 -0.035 0.017 0.056 -0.251 0.139
4 -2.029 0.929 0.541 0.876 -1.147 -0.669 -1.083 -0.809
5 -0.481 -0.011 -0.03 -0.022 -0.129 -0.343 -0.251 0.088
6 0.832 0.158 0.811 0.542 0.316 1.627 1.087 0.499
7 0.566 0.908 1.336 0.286 1.327 1.953 0.418 0.684
8 -0.075 -0.064 -0.03 0.037 -0.729 -0.343 0.418 0.088
9 -0.481 -0.064 -0.03 0.037 -0.729 -0.343 0.418 0.088
10 -0.075 0.625 -0.352 0.428 0.61 -0.343 0.418 1.025
.
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.
97 0.405 0.483 0.73 0.829 0.727 1.101 1.25 0.664

The research variables used in this study include:Y: purchasing decisions, X1 : perceived ease of use, X2 : perceived of Trust,
X3 : lifestyle, X4 : product quality, M1 : interaction perceived ease of use with product quality, M2 : interaction perceived of Trust
with product quality, M3 : interaction lifestyle with product quality. In this study, the analytical methods used are Structural Equation
Modeling-Partial Least Square (SEM-PLS), Support Vector Regression, and Feed Forward Neural Network (FFNN). To calculate the
goodness of the method used in this research, MAPE (Mean Absolute percentage error), MSE (Mean Square error) and R square are
used. Each goodness of the model is shown in equations (1), (2), and (3).

MAPE = (
1

n
Σn

i=1|
ei
Yi
|) ∗ 100% (1)

MSE =
1

n
Σn

i=1e
2
1 (2)

R2 = 1− Σ2
i=1(yi − ŷl)2

Σ2
i=1(yi − ȳ)2

(3)

To achieve the research objectives, the following steps were used:
1. Perform analysis with Structural Equation Modeling-Partial Least Square (SEM-PLS)

a. SEM Analysis of Moderating Effect
b. Respondent descriptive test
c. The formation of a moderating effect path structure where the exogenous variables used are perceived ease of use, per-

ceived of Trust, and lifestyle. The endogenous variable is consumer purchasing decisions and the moderator variable is
product quality.

d. Evaluation of the outer model of the reflective indicator construct.
e. Evaluation of formative indicator construct outer model.
f. Evaluation of the structural model in this case the evaluation of the model with a moderating effect.
g. Quality indexes.
h. R square and MAPE based on the residual results obtained from the model

2. Perform analysis using Support Vector Regression. The data analysis is as follows:
a. Divide the data into training data and testing data.
b. Determine the type of kernel function and loss function used for forecasting.
c. Specifies the value of C and the value of the kernel parameter.
d. Look for beta and bias values.
e. Forecasting the testing data.
f. Calculates MAPE values.
g. Determine the best kernel function, loss function and parameters, where the kernel function, loss function and the best

parameters produce the smallest MAPE.
h. Forecasting using the best kernel functions, loss functions and parameters.
i. Calculate R square and MAPE based on the residual results obtained from the model.
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The flowchart of each method used is shown in Figure 2 (SEM-PLS Method), Figure 3 (SVR Method), and Figure 4 (FFNN
Method).

Figure 2. Flowchart of SEM Analysis Moderation effect

Figure 3. Flowchart of the Support Vector Regression Method
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Figure 4. Flowchart of Feed Forward Neural Network Method

3. Perform analysis with Feed Forward Neural Network (FFNN)
a. Initialization. Assuming that no prior information is available and randomly select a very small value.
b. Make training data as input. On the network, define the training cycle (epoch) of the training data.
c. Forward computing. For example, the training data is denoted as ((n),(n)), with the input vector (n) in the input layer and

the response vector (n) in the output layer. backward computing. Calculate the value of (local gradient).
d. iteration. Iterate over the forward and backward computations in Steps 3 and 4 by assigning new epochs to the training

data until the selected termination criteria are met.
e. Calculate R square and MAPE based on the residual results obtained from the model

3. RESULT AND ANALYSIS
3.1. Instrument Validity and Reliability

Validity and reliability testing is carried out to ensure that the instruments compiled meet the valid and reliable criteria. Based
on the results of the tests carried out, it was concluded that the instrument made had met the criteria of validity and reliability because
the value of sig ¡0.05 and the CA value of more than 0.7.

3.2. Structure Equation Model Partial Least Square (SEM-PLS)
Figure 5 shows that the PLS model has a loading factor value of more than 0.6 so that the variables of perceived convenience,

perceived risk, lifestyle, product quality and purchasing decisions meet convergent validity. Table 3 shows that the AVE root value
of each variable is greater than the correlation value between variables. This indicates that the model meets discriminant validity.
Table 4 shows the reliability value of Cronbach’s Alpha, rho A, and composites from each variable more than 0.7 which indicates the
model has met the reliability test.
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Figure 5. Loading Factor Model PLS

Table 3. Discriminant Validity Evaluation Results

Y M1 M2 M3 X1 X2 X3 X4
Y 0.79

M1 -0.32 1
M2 -0.1 0.81 1
M3 -0.15 0.8 0.75 1
X1 0.71 -0.39 -0.21 -0.29 0.85
X2 0.64 -0.16 0 -0.01 0.64 0.82
X3 0.64 -0.2 -0.01 0 0.43 0.39 0.9
X4 0.72 -0.24 -0.13 -0.11 0.59 0.65 0.52 0.79

Table 4. Reliability Test Results

Cronbach’s Alpha & rho A & Composite Reliability
Y 0.8 0.8 0.87

M1 1 1 1
M2 1 1 1
M3 1 1 1
X1 0.92 0.93 0.94
X2 0.88 0.9 0.91
X3 0.78 0.78 0.9
X4 0.9 0.9 0.92

Table 5. Path Coefficient

Original Sample (O) P Values
M1 → Y -0.091 0.302
M2 → Y 0.095 0.199
M3 → Y 0.007 0.92
X1 → Y 0.292 0.001
X2 → Y 0.124 0.258
X3 → Y 0.277 0
X4 → Y 0.301 0.001

The structural equation model formed from the results of the inner model coefficients in Table 5.
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ηY = 0, 292ξ1 + 0, 124ξ2 + 0, 277ξ3 + 0, 301ξ4 − 0, 091ξX1∗X4 + 0, 095ξX3∗X4 + ξ (4)

Table 6. Coeffiicient of Determination and MAPE from SEM-PLS Model

R Square R Square Adjusted MAPE MSE
0.727 0.705 337.37 0.27

Based on Table 6, the R2 value of the structural model obtained is 0.727 indicating that all variables of perceived ease of use,
perceived of Trust, lifestyle, and product quality can have an influence on purchasing decisions during the pandemic period of 72.7%
with MAPE value is 337.37.

3.3. Support Vector Regression (SVR)
The data used in the SVR method is the same data used in the SEM-PLS method. At this stage, several methods are used to

obtain a model that produces the most optimal R2 value.
Before the data is analyzed, it is necessary to determine the kernel function and the lost function used. In this case, the kernel

functions used are linear, polynomial, radial basis, and sigmoid. The kernel used in training and predicting. These four kernels were
tested to get the best results. The lost functions used are Nu-regression and Eps-regression. These two functions are then combined
with predefined kernel functions. After the kernel and the lost function are determined, the program is run to get the residual value,
R2 and the MAPE value from each model. The test results are shown in Table 7.

Table 7. R2 Value of SVR Model Based on Kernel and Type

Kernel Type R2 MAPE
Linear Nu-regression 0.714492 382.99

Polynomial Nu-regression 0.655186 259.37
Radial Basis Nu-regression 0.542688 390.66

Sigmoid Nu-regression 0.389659 800.05
Linear Eps-regression 0.709589 294.12

Polynomial Eps-regression 0.658798 219.56
Radial Basis Eps-regression 0.564967 334.42

Sigmoid Eps-regression 0.381637 689.58

Based on the results shown in Table 7, taking into account the model that has the lowest MAPE value, the model chosen is the
model with the Polynomial kernel and the Eps-regression type, which is 219.56.

3.4. Feed Fordward Neural Network (FFNN)
Data modeling with FFNN is done by first determining or designing the activations in the program to be run. In this study, the

training cycle (epoch) used was 1000 for all models to be tested. The input layer is 7 because the number of variables involved is 8,
the hidden layer is 5 and the output is 1 layer. There are 3 activation functions used from the input layer to the hidden layer, namely
Tansig, Logsig, and Pureline. Tansig is Hyperbolic tangent sigmoid transfer function. Logsig is Log-sigmoid transfer function.
Pureline is Linear transfer function. Tansig, logsig, and pureline are transfer function. Transfer functions calculate a layers output
from its net input. Each of these activation functions will be paired with an activation function from the hidden layer to the output
layer using the pureline function.

There are 2 training functions used, namely Traingd and Transbfg. Traingd is gradient descent backpropagation. Traingd
is a network training function that updates weight and bias values according to gradient descent.Trainbfg is BFGS quasi-Newton
backpropagation. Trainbfg is a network training function that updates weight and bias values according to the BFGS quasi-Newton
method. The estimation results of the model can be shown in Table 8.
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Table 8. The R2 value of the FFNN model is based on the activation value

Input layer activation
function to hidden layer

Hidden layer activation
function to output layer

training function R2 MAPE MSE

Tansig Purelin Traingd 0.8739 359.03 0.336
logsig Purelin Traingd 0.85643 360.79 0.371
Purelin Purelin Traingd 0.85253 338.39 0.362
Tansig Purelin Trainbfg 0.9643 359.96 0.230
logsig Purelin Trainbfg 0.9728 90.22 0.159
Purelin Purelin Trainbfg 0.8525 338.38 0.362

Based on the results in Table 8, it is known that the model that gives the smallest MAPE value is the model with the activation
function logsig and Purelin and the training function is Trainbfg. This model has a MAPE value of 90.22 with an R2 value of 0.9728.
The plot results are shown in Figure 6-9.

Figure 6. FFNN Process with Matlab

Figure 7. Best Training Performance
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Figure 8. Training Stage

Figure 9. Regression model

3.5. Comparison Model

Based on the results of the tests carried out, the SEM-PLS model is able to produce a model with an R2 value of 72.7% with
a MAPE of 337.37, a SVR model of 65.88% with a MAPE of 219.56 and a FFNN model of 97.28% with a MAPE of 90.22. Based
on the resulting R2 and MAPE values, the FFNN model gives the highest results compared to other models, but the resulting model
is only a model consisting of outputs and targets where this target is built from the existing independent and moderator variables. In
terms of model interpretation, the SEM-PLS model is more powerful because it is able to describe the relationship of each variable
and is better than the SVR model when the model has a linear relationship. The results of this study are strengthened by research
conducted by Ni Wayan Ayuni which states that the FFNN model is able to produce the best model when compared to the multiple
linear regression model [20]. In addition, it is also supported by research by Ayu Mahdiah et al which states that the backpropagation
model (FFNN) is a model that has the highest accuracy value compared to the SVR model.

4. CONCLUSION

Based on the results of the analysis, the conclusions that can be drawn from the research state that the SEM-PLS method is able
to produce a model with an R2 value of 72.7%, the SVR method with a linear kernel and the Nu-regression type is able to produce
a model with an R2 value of 71.44%, the FFNN method with with the activation function is Tansig with Purelin and the learning
function is Trainbfg is able to produce a model with an R2 value of 96.43%. Of the three methods, the best model is the model formed
from the FFNN method because it has the greatest value. In future research, the same test can be carried out but for moderating data
in the case of non-linear data, or adding mediation effects in it. The novelty of this research is that by applying a different model
approach, different results can be obtained. This provides an opportunity for analysis of purchasing decision data, which so far are
still being analyzed using simple methods, which can be developed with better analysis in order to obtain more appropriate results.
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[4] K. Gbongli, Y. Xu, K. M. Amedjonekou, and L. Kovács, “Evaluation and Classification of Mobile Financial Services Sustain-
ability Using Structural Equation Modeling and Multiple Criteria Decision-Making Methods,” Sustainability, vol. 12, no. 4, p.
1288, feb 2020.

[5] S. Gunn, Support Vector Machine for Classification and Regression. University of Southampton.: University of Southampton.,
1988.

[6] G. Astudillo, R. Carrasco, C. Fernández-Campusano, and M. Chacón, “Copper Price Prediction Using Support Vector Regres-
sion Technique,” Applied Sciences, vol. 10, no. 19, p. 6648, sep 2020.

[7] M. El Amine Ben Seghier, B. Keshtegar, K. F. Tee, T. Zayed, R. Abbassi, and N. T. Trung, “Prediction of maximum pitting
corrosion depth in oil and gas pipelines,” Engineering Failure Analysis, vol. 112, p. 104505, may 2020.

[8] B. Handaga and H. Asy’ari, “Kombinasi Algoritma Cuckoo-Search dan Levenberg- Marquardt (CS-LM) pada Proses Pelati-
han Artificial Neural Network (ANN),” in Simposium Nasional RAPI XI FT UMS. Surakarta: Universitas Muhammadiyah
Surakarta, 2012, pp. 1–8.

[9] R. Latumeten, Y. A. Lesnussa, and F. Y. Rumlawang, “Penggunaan Structural Equation Modeling (Sem) untuk Menganalisis
Faktor yang Mempengaruhi Loyalitas Nasabah (Studi Kasus : PT Bank Negara Indonesia (BNI) KCU Ambon),” Sainmatika:
Jurnal Ilmiah Matematika dan Ilmu Pengetahuan Alam, vol. 15, no. 2, p. 76, 2018.

[10] U. Mahdiyah, M. I. Irawan, and E. M. Imah, “Study Comparison Backpropogation, Support Vector Machine, and Extreme
Learning Machine for Bioinformatics Data,” Journal of Computer Science and Information, vol. 8, no. 1, pp. 53–59, mar 2015.

[11] N. P. N. Hendayanti, I. K. P. Suniantara, and M. Nurhidayati, “Penerapan Support Vector Regression (Svr) Dalam Memprediksi
Jumlah Kunjungan Wisatawan Domestik Ke Bali,” Jurnal Varian, vol. 3, no. 1, pp. 43–50, 2019.

[12] N. P. N. Hendayanti and M. Nurhidayati, “Perbandingan Metode Seasonal Autoregressive Integrated Moving Average
(SARIMA) dengan Support Vector Regression (SVR) dalam Memprediksi Jumlah Kunjungan Wisatawan Mancanegara ke
Bali,” Jurnal Varian, vol. 3, no. 2, pp. 149–162, 2020.

[13] S. Rachmania, Nathasya; Darwis, “Pemodelan Survival Menggunakan Support Vector Regression (SVR) pada Data Vibrasi
Bearing,” in Fakultas Matematika dan Ilmu Pengetahuan Alam, 2020.

[14] M. R. Ramadhan, S. B. Waluya, and M. Kharis, “Pemodelan Arimax, FFNN, dan Arimax-FFNN untuk Peramalan Produksi
Padi Provinsi Jawa Tengah,” Unnes Journal of Mathematics, vol. 10, no. 2, pp. 12–21, 2021.

[15] H. Santoso and D. Murdianto, “Analisis Pengenalan Bendera Negara Rumpun Melayu Menggunakan Metode Feed Forward
Neural Network,” Jurnal Teknologi dan Informasi, vol. 10, no. 2, pp. 144–152, 2020.

[16] E. Sugiono, Andini Nurwulandari, and Christiani Junita, “The Influence of Marketing Mix Variables on Purchasing Decisions
and Its Impact on Post-Purchase Customer Satisfaction of Royal Garden Residence Bali Housing (Study at PT Properti Bali
Benoa),” Open Access Indonesia Journal of Social Sciences, vol. 4, no. 1, pp. 157–172, 2021.

[17] W. A. Basudani, “Level 4 PPKM Implementation Effect of Food and Beverage Purchase Decisions On Street Vendors in Jakarta
Region,” Jurnal Sosial dan Sains, vol. 3, no. 2, pp. 56–65, 2022.

Matrik: Jurnal Managemen,Teknik Informatika, dan Rekayasa Komputer,
Vol. 21, No. 3, July 2022: 721 – 734



Matrik: Jurnal Managemen,Teknik Informatika, dan Rekayasa Komputer r 733

[18] E. Hutabarat and A. P. Tua, “The Influence of Local Food Brand Image on Consumer Purchase Decision During Covid-19
Pandemic,” Journal of Management and Leadership, vol. 4, no. 2, pp. 1–12, 2021.

[19] W. W. S. Wei, Time Series Analysis: Univariate and Multivariate Methods Second Edition. USA: Pearson Education, 2006.

[20] N. Mardiana and A. Faqih, “Model SEM-PLS Terbaik untuk Evaluasi Pembelajaran Matematika Diskrit dengan LMS,”
BAREKENG: Jurnal Ilmu Matematika dan Terapan, vol. 13, no. 3, 2019.

Community Purchase Decision . . . (Ni Putu Nanik Hendayanti)



734 r ISSN: 2476-9843

Matrik: Jurnal Managemen,Teknik Informatika, dan Rekayasa Komputer,
Vol. 21, No. 3, July 2022: 721 – 734


	INTRODUCTION
	RESEARCH METHOD
	RESULT AND ANALYSIS
	Instrument Validity and Reliability
	Structure Equation Model â•ﬁ Partial Least Square (SEM-PLS)
	Support Vector Regression (SVR)
	Feed Fordward Neural Network (FFNN)
	Comparison Model 

	CONCLUSION

