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ABSTRACT

To diagnose diabetic retinopathy is to segment the blood vessels of the retinal, but the retinal images in the DRIVE and STARE datasets have varying contrast, so the enhancement is needed to obtain a stable image contrast. In this study, image enhancement was performed using the Contrast Stretching and continued with segmentation using the Adaptive Thresholding on retinal images. The image that has been extracted with green channels will be enhanced with Contrast Stretching and segmented with Adaptive Thresholding to produce a binary image of retinal blood vessels. The purpose of this study was to combine image enhancement techniques and segmentation methods to obtain valid and accurate retinal blood vessels. The test results on DRIVE were 95.68% for accuracy, 65.05% for sensitivity, and 98.56% for specificity. The test results of Adam Hoover’s ground truth on STARE were 96.13% for accuracy, 65.90% for sensitivity, and 98.48% for specificity. The test results for Valentina Kouznetsova’s ground truth on the STARE were 93.89% for accuracy, 52.15% for sensitivity, and 99.02% for specificity. The conclusion obtained is that the processing results on the DRIVE and STARE datasets are very good with respect to their accuracy and specificity values. This method still needs to be developed to be able to detect thin blood vessels with the aim of being able to improve and increase the sensitivity value obtained.
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1. INTRODUCTION

Diabetic retinopathy is one of the leading causes of blindness by cutting the retinal blood vessels in diabetic patients [1]. Early diagnosis of the disease can be detected from the blood vessels because the retinal blood vessels have different branching patterns and sizes. Retinal blood vessels changes can be identified by segmentation of retinal blood vessels with appropriate analysis. It causes retinal blood vessel segmentation is an appropriate way to extract only parts of the blood vessels, retinal blood vessel segmentation can also be used to diagnose various eye diseases [2].

The development of artificial intelligence regarding pattern recognition in digital image processing raises many problems; namely, the results obtained are blurry, unclear, there is a lot of noise, and lack of light, so that the results of digital image processing are less accurate. One method of image enhancement is by using the Contrast Stretching method. The advantage of Contrast Stretching was that it increased the intensity in an image so that the color intensity range was complete [3]. Images with high contrast will be easy to get information, while images with low contrast will be challenging. Image contrast enhancement used the Contrast Stretching method has been carried out by several studies [4, 5]. Research [4] applied Contrast Stretching and Median Filter to retinal images that produced an average PSNR value of 42.13 dB and an MSE of 9.14. In addition, research [5] also applied gray level scale and Contrast Stretching to retinal images with a PSNR value of 42.14 dB and an MSE value of 9.15. Both studies have a PSNR value of more than 40 dB, meaning that using Contrast Stretching can improve image quality for the better [5]. In principle, Contrast Stretching is beneficial for improved image quality or only in the enhancement process but cannot do segmentation. Another method is needed for segmentation, namely Adaptive Thresholding.

In image segmentation, digital image processing is an essential step in the image pattern recognition stage. Segmentation is a process to find the unique characteristics of an image. One of the methods is Adaptive Thresholding, which uses a morphological tracking and filtering scheme. The advantage of the Adaptive Thresholding method is that it can be detected small and large blood vessels simultaneously. The disadvantage of the Adaptive Thresholding method is that it can be only segmented bright quality images, so that the diversity of light intensity can affect this method [6]. Several studies performed segmentation of blood vessels in retinal images, including [7–10]. Research [7] applied the Otsu Thresholding method with image enhancement using the Frangi Filter, which produced an average accuracy and sensitivity value of 96.58% and 97.03% in the DRIVE dataset, while in the STARE dataset, it is 93.76% and 49.7%. Furthermore, research [8] applied Otsu Thresholding with image enhancement using CLAHE and Adaptive Filter obtained accuracy and specificity value of 93.68% and 61.60% on the DRIVE dataset while in the STARE dataset of 94.56% and 97.22%, respectively. Then research [9] applied Hessian Matrix, and Random walks with the results of accuracy and specificity of 93.76% and 98.24%, respectively. In addition, research [10] applied Adaptive Thresholding with image enhancement using CLAHE and 2D-Gabor Filter resulted in an average accuracy and specificity of 91% and 97% on the STARE dataset, respectively. Unfortunately, the four studies still had a low sensitivity value below 65%.

The purpose of this study was to combine image enhancement techniques and segmentation methods to obtain valid and accurate retinal blood vessels. In this study chose adaptive thresholding for blood vessels segmentation on retinal images. The adaptive threshold was often referred to as the local threshold. Most of the previous studies used global threshold methods such as the Otsu threshold. Otsu Thresholding was a simple method to use in binary segmentation. In fact, adaptive thresholds were computationally more expensive than Otsu thresholds. This was because the adaptive threshold performed segmentation with several different threshold values in several regions in one image. This study focused on the adaptive thresholding method with the aim of increasing the ability of blood vessel segmentation in retinal images by utilizing different threshold values. This was considered that one retinal image has different color intensities for several of its pixels. Using one threshold as a global threshold is inappropriate. The need for adaptive thresholding was a bright picture. That is, the image must had good contrast. For this reason, a method for improving retinal images was needed that focused on methods that make the image had a lighter color intensity. The method was contrast stretching. The combination of contrast stretching and adaptive thresholding was expected to provide a good method that has more accurate and valid results of blood vessel segmentation in retinal images. The study was contained of three stages, the first stage was image enhancement, the second stage was segmentation using adaptive thresholding and the third stage was post processing using morphology and median filter. Image enhancement was a stage to improve image quality. Segmentation was a stage that separated blood vessel fitur on retinal image as foreground with other fiturs as a background. Post processing was a stage to eliminate the remaining noise in the segmented image. The performance results on this study used to evaluate the proposed method were accuracy, sensitivity, and specificity.

2. RESULT AND ANALYSIS

This research is a quantitative research. This study proposed a method for segmentation of blood vessels in retinal images by combining the image improvement method and the segmentation method. The performance which used to measure the success of the proposed method were accuracy, specificity, and sensitivity.
2.1. Data Collection

The dataset used is derived from STARE data (Structured Analysis of The Retina Dataset) which can be accessed from the following page: https://cecas.clemson.edu/ahoover/stare/ and DRIVE (Digital Retinal Images for Vessel Extraction) dataset which can be accessed from the following page: https://drive.grand-challenge.org/.

2.2. Method

The steps in the process of image enhancement and segmentation of retinal blood vessels were as follows:

A. Input Image

This process begins by preparing retinal fundus images obtained from the DRIVE and STARE datasets. The input image was an essential step in segmenting blood vessels. Image input can also be referred to as the first step in preparing data to be studied using the proposed method. The DRIVE dataset image had 565 x 584 pixels with 96 dpi, 712 KB in size, and used .tif format. Furthermore, the STARE dataset image had 700 x 605 pixels with 72 dpi, 1.21 MB in size, and used the .ppm format.

B. Image Enhancement

This process was improved retinal image quality due to non-uniform lighting and poor contrast, including unwanted noise. The steps were as follows:

1. Green Channel

There are three color channels in the original image, namely red, green, and blue. The image obtained from the dataset is an image of type RGB (red, green, blue) which will only take the green channel because the green channel provides maximum contrast between the image and the background. Please note that for information in the image, \( C(x,y,1) \) contains information on the red channel matrix components, then \( C(x,y,2) \) contains information on the green channel matrix components, and \( C(x,y,3) \) contains component information matrix of blue channels [9]. The equations for obtaining a green channel was:

\[
G(x,y) = C(x,y,2)
\]  

where \( G \) is the green channel, \( C \) is the retinal image, \( (x,y) \) is \( x \) represents the rows and \( y \) represents columns, and \( (x,y,2) \) represents the rows and columns in the green channel.

2. Contrast Stretching

Contrast Stretching is one method of improving image quality, which is often done to improve low contrast images that may result from poor lighting quality [3]. For example, \( s \) was the gray level value of the image after processing, and \( r \) was the gray level value before it was processed. The value points \((r_1, s_1)\) then \((r_2, s_2)\) would determine the shape of the transformation and could be set to determine the spread of the gray level of an image. If the curve in the image did not form a straight line, there would be a change in color gradation, in this case, the grayscale. If the point \((r_1, s_1)\) shifts, there would be a change in the gray color gradient. The Equation obtained from the curve can be seen in Equation (2) [10].

\[
s = \frac{r s_1}{r_1}, \text{ jika } 0 \leq r < r_2
\]

\[
s = s_1 + \frac{(r - r_1) \times (s_2 - s_1)}{r_2 - r_1}, \text{ jika } r_1 \leq r < r_2
\]

\[
s = s_1 + \frac{(r - r_1) \times (255 - s_2)}{255 - r_2}, \text{ jika } r_2 \leq r < 255
\]

where \( r \) is the intensity value of the color to be changed, \( s \) is the intensity value that has been changed, \( (r_1, s_1) \) is a random intensity value pair with a value range of 0 – 255, \( (r_2, s_2) \) is a random intensity value pair with a value range 0 – 255, provided that \( r_1 < r_2 \) and \( s_1 < s_2 \).

C. Segmentation

One method of segmentation is the Adaptive Thresholding algorithm. The threshold is a simple but effective tool for separating objects from the background [11]. This process was based on the value of the difference gray degrees, where the intensity of the image that is more than or equal to the threshold value would be changed to 1 (white), and values less than the threshold
would be changed to 0 (black). The process taken for the threshold value is using the mean method or known as the adaptive local thresholding mean filter with the following Equation:

\[ Z(i, j) = \begin{cases} 
1, & \text{if } y(i, j) \geq T \\
0, & \text{if } y(i, j) < T 
\end{cases} \]  

(5)

With the value of T as follows:

\[ T = \frac{\sum_{i,j} f(i,j)}{N_\alpha} - C \]  

(6)

It can be reduced by Equation (7) to become the following Equation:

\[ T = \begin{cases} 
1, & \text{jika } y(i, j) \geq \frac{\sum_{i,j} f(i,j)}{N_\alpha} - C \\
0, & \text{jika } y(i, j) < \frac{\sum_{i,j} f(i,j)}{N_\alpha} - C 
\end{cases} \]  

(7)

where \( T \) is the thresholding value, \( Z \) is the binary value in the image, \( y(i, j) \) is the initial value of the image input in the \( i \)th row of the \( j \)th column, \( C \) is a constant value that can be determined freely, \( \alpha \) is the total number of pixels that processed, \( N_\alpha \) is the number of the pixel block \( \alpha \).

D. Post Processing

Furthermore, for the post-processing stage, which helps eliminate noise in the segmentation results, the following steps are carried out:

1 Opening Morphology

Morphology is an image processing technique based on the shape of the image segment, which aims to improve the segmentation results [12]. This operation is handy for representing the shape of the area, such as boundaries, frames, and others. The morphological opening is an erosion process followed by opening dilation, which is usually used to remove small image objects. Erosion operation is a technique to reduce the edge of an object, while dilation is a technique to enlarge an object segment by adding layers around it [13]. Systematically, the Opening morphology equation is as follows:

\[ A \circ B = (A \ominus B) \oplus B \]  

(8)

where \( A \) is the original image, \( B \) is the element structure, \( \circ \) is the Opening morphology operation, \( \ominus \) is the erosion operation (the process of removing object points from being part of the background), and \( \oplus \) is a dilation operation (the process of merging background points to become part of the object).

2 Median Filter

Median Filter is a filter that looks for the median value by comparing its nearest local area [14]. The general form of the Median Filter is shown in Equation (9) as follows [15].

\[ f(x, y) = \text{median}(p, q)(g(p, q)) \]  

(9)

where \( f(x, y) \) is the result of the filter where \( x \) and \( y \) represent rows and columns, \( (p, q) \) denotes the pixel size value, and \( g \) is the operator’s function.

3 Closing Morphology

Closing morphology is the opposite of the Opening process, namely the dilation process first followed by the erosion
The goal is to fill small holes in objects or combine adjacent objects [16]. The Closing morphological equations are as follows:

\[ A \bullet B = (A \oplus B) \ominus B \] (10)

where \( A \) is the original image, \( B \) is the element structure, \( \bullet \) is the Closing morphology operation, \( \ominus \) is the erosion operation (the process of removing object points from being part of the background), and \( \oplus \) is a dilation operation (the process of merging background points to become part of the object).

E. Output Image

The results of image enhancement and segmentation of retinal blood vessels are stored using the "jpg" format and will be compared with the ground truth of each dataset. The stages of the process of image enhancement and segmentation of retinal blood vessels with an example of the DRIVE dataset with the file name "12_test.tif" and STARE with the file name "im0082.ppm" can be seen in Figure 1 below.

![Image enhancement and segmentation](image1.png)

Figure 1. The process of image enhancement and segmentation
(a) DRIVE 12_test.tif (b) STARE im0082.ppm

Based on Figure 1, it can be seen that the image processing process from the initial RGB image is converted into a green channel image. The image enhancement process is carried out using the Contrast Stretching method. Then, the segmentation process is carried out using the Adaptive Thresholding method. Furthermore, the post-processing stage used the Opening morphology, Median Filter, and Closing morphology to eliminate noise. The stages of this retinal blood vessels research were data collection, image enhancement, segmentation, and post preprocesing which can be seen in Figure 2.

![Research flowchart](flowchart.png)

Figure 2. The research flowchart
3. RESULT AND ANALYSIS

3.1. Image Enhancement

An example of image quality enhancement using the Contrast Stretching method can be seen in Figure 3.

![Figure 3. Image quality enhancement results using the Contrast Stretching method](image)

The next step was to calculate the PSNR (Peak Signal to Noise Ratio) and MSE (Mean Square Error) values for the evaluation process of improving image quality using the Contrast Stretching method. PSNR is a measure of the level of success in improving image quality. The PSNR value is obtained from the difference between the value of the original image and the resulting image enhancement (improvement of image quality). To find out the PSNR value of an image, what is needed is the MSE value first. The greater the PSNR value, the better the processed image, the image quality resulting from the improvement process is considered high if the PSNR is 40 dB or more [5, 17].

The PSNR and MSE values from the image quality enhancement result from the 20 DRIVE and STARE datasets in Figure 4 and Figure 5.

![Figure 4. Graph of PSNR values for 20 DRIVE datasets and 20 STARE datasets](image)

![Figure 5. Graph of MSE values for 20 DRIVE datasets and 20 STARE datasets](image)

Based on Figure 4 and Figure 5, the results of image quality enhancement with the DRIVE dataset produced an average MSE value of 0.8720 and a PSNR value of 48.891 dB. Then for the STARE dataset test, the average PSNR value was 48.6716 dB, and the MSE was 0.5360. According to [5], if the PSNR value is > 40 dB from an image, it can be concluded that the image has high quality. This means that the PSNR values obtained from both the DRIVE and STARE datasets have an average of above 40 dB, indicating that the results of the image quality improvement that have been carried out are very good.

From Figures 4 and 5, the image that had the best quality was obtained by the 1st image in the DRIVE dataset with PSNR 52.3476 and MSE 0.3817, while in the STARE dataset, it was received by the 6th image with PSNR 55.0503 and MSE 0.2049. For images that had less good quality than other images obtained by the 11th image in the DRIVE dataset with PSNR 47.5778 and MSE 1.1447, the 8th image received the STARE dataset with PSNR 47.4777 and MSE 1.1714.

3.2. Segmentation

The final result of the segmentation of the proposed method can be seen in Figure 6.
Figure 6. The final result of segmentation using the Adaptive Thresholding method  
(a) DRIVE 12, test.tif (b) STARE im0082.ppm

An example of the results of 10 images of the DRIVE and STARE datasets after the segmentation process stages can be seen in Table 1.

Table 1. Comparison of Ground Truth with Test Results on the DRIVE and STARE datasets

<table>
<thead>
<tr>
<th>No</th>
<th>File Name</th>
<th>Ground Truth</th>
<th>Hasil</th>
<th>File Name</th>
<th>Ground Truth</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>01_test.tif</td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td>Im0001.ppm</td>
<td><img src="image3" alt="Image" /></td>
<td><img src="image4" alt="Image" /></td>
</tr>
<tr>
<td>2</td>
<td>02_test.tif</td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
<td>Im0002.ppm</td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
</tr>
<tr>
<td>3</td>
<td>03_test.tif</td>
<td><img src="image9" alt="Image" /></td>
<td><img src="image10" alt="Image" /></td>
<td>Im0003.ppm</td>
<td><img src="image11" alt="Image" /></td>
<td><img src="image12" alt="Image" /></td>
</tr>
<tr>
<td>4</td>
<td>04_test.tif</td>
<td><img src="image13" alt="Image" /></td>
<td><img src="image14" alt="Image" /></td>
<td>Im0004.ppm</td>
<td><img src="image15" alt="Image" /></td>
<td><img src="image16" alt="Image" /></td>
</tr>
<tr>
<td>5</td>
<td>05_test.tif</td>
<td><img src="image17" alt="Image" /></td>
<td><img src="image18" alt="Image" /></td>
<td>Im0005.ppm</td>
<td><img src="image19" alt="Image" /></td>
<td><img src="image20" alt="Image" /></td>
</tr>
<tr>
<td>6</td>
<td>06_test.tif</td>
<td><img src="image21" alt="Image" /></td>
<td><img src="image22" alt="Image" /></td>
<td>Im0044.ppm</td>
<td><img src="image23" alt="Image" /></td>
<td><img src="image24" alt="Image" /></td>
</tr>
<tr>
<td>7</td>
<td>07_test.tif</td>
<td><img src="image25" alt="Image" /></td>
<td><img src="image26" alt="Image" /></td>
<td>Im0077.ppm</td>
<td><img src="image27" alt="Image" /></td>
<td><img src="image28" alt="Image" /></td>
</tr>
<tr>
<td>8</td>
<td>08_test.tif</td>
<td><img src="image29" alt="Image" /></td>
<td><img src="image30" alt="Image" /></td>
<td>Im0081.ppm</td>
<td><img src="image31" alt="Image" /></td>
<td><img src="image32" alt="Image" /></td>
</tr>
<tr>
<td>9</td>
<td>09_test.tif</td>
<td><img src="image33" alt="Image" /></td>
<td><img src="image34" alt="Image" /></td>
<td>Im0082.ppm</td>
<td><img src="image35" alt="Image" /></td>
<td><img src="image36" alt="Image" /></td>
</tr>
<tr>
<td>10</td>
<td>10_test.tif</td>
<td><img src="image37" alt="Image" /></td>
<td><img src="image38" alt="Image" /></td>
<td>Im0139.ppm</td>
<td><img src="image39" alt="Image" /></td>
<td><img src="image40" alt="Image" /></td>
</tr>
</tbody>
</table>
From the final results in Table 1, it can be seen that there were thin blood vessels that were not detected, but all of the thick blood vessels were caught well. The next stage was the evaluation process of the segmentation results. The evaluation results of the proposed method for segmenting blood vessels in retinal images could be calculated using the confusion matrix. The confusion matrix is a tool to measure the suitability of the processed data with the reference data. There were parameters to be calculated in the confusion matrix, namely accuracy, sensitivity, and specificity.

The DRIVE dataset obtained TP=1,125,878, the STARE dataset (Adam Hoover) obtained TP=1,304,286, and the STARE dataset (Valentina Kouznetsova) obtained TP=1,436,190, meaning that the number of blood vessel pixels was correctly predicted in the results segmentation. Furthermore, the values obtained were FP=607,959 in the DRIVE dataset, FP=627,909 in the STARE dataset (Adam Hoover), and FP=1,330,071 in the STARE dataset (Valentina Kouznetsova), meaning the number of pixels of blood vessels that are predicted as non-vessels in the segmentation results. Furthermore, the values obtained are FN=244,563 in the DRIVE dataset, FN=352,080 in the STARE dataset (Adam Hoover), and FN=220,230 in the STARE dataset (Valentina Kouznetsova), meaning the number of non-vessel pixels predicted as blood vessels in the segmentation results. Furthermore, the values obtained are TN=17,819,202 in the DRIVE dataset, TN=23,125,725 in the STARE dataset (Adam Hoover), and TN=22,423,509 in the STARE dataset (Valentina Kouznetsova). The True Negative (TN) value was a number of negative data (as background pixel) that was detected correctly, while False Positive (FP) was a number of negative data (as background pixel) but detected as positive data (as retinal blood vessel). Meanwhile, True Positive (TP) was positive data (as retinal blood vessel pixela) that was detected correctly. False Negative (FN) was the opposite of True Positive (TP). The results had meaning that the number of background pixels was predicted correctly. The performance evaluation results of the proposed method for segmentation of blood vessels, including the values of accuracy, sensitivity, and specificity for each image, can be seen in Figure 7, Figure 8, and Figure 9.
Figure 7, Figure 8, and Figure 9 are the results of comparing the segmentation results with the ground truth of the DRIVE and STARE datasets. In the DRIVE dataset, the average accuracy was 95.68%, the sensitivity was 65.05%, and the specificity was 98.56%. The STARE dataset with Adam Hoover’s ground truth resulted in an average accuracy of 96.13%, sensitivity of 65.90%, and specificity of 98.48%. The ground truth comparison of Valentina Kouznetsova yielded an average value of 93.89% accuracy, 52.15% sensitivity, and 99.02% specificity.

Based on Figure 7, it can be seen that the highest accuracy value was obtained by the 19th image of 96.9% in the DRIVE dataset. In comparison, in the STARE dataset with the ground truth of Adam Hoover and Valentina Kouznetsova, it was obtained by the 18th image of 97.81% and 97.12%, respectively. This shows that the segmentation prediction results on the image almost resemble the ground truth. The lowest accuracy value was achieved by the 3rd image of 94.30% on the DRIVE dataset, in the STARE dataset with Adam Hoover’s ground truth obtained by the 1st image of 93.89%. In contrast, the STARE dataset with Valentina Kouznetsova’s ground truth was received by the 16th image by 90.25%.

In Figure 8, the highest sensitivity value obtained by the 19th image was 78% in the DRIVE dataset, while in the STARE dataset using the ground truth of Adam Hoover and Valentina Kouznetsova, it was obtained by the 7th image of 83% and 61%, respectively. This indicates that thin blood vessels can be detected well. The lowest sensitivity value was achieved by the 3rd image of 94.30% in the DRIVE dataset. In contrast, the STARE dataset with ground truth Adam Hoover and Valentina Kouznetsova obtained it by the 16th image of 51% and 37%, respectively.

Based on Figure 9, the highest specificity value was obtained by the 4th image of 99.47% in the DRIVE dataset, in the STARE dataset with Adam Hoover’s ground truth obtained by the 18th at 99.54%, while in STARE with Valentina Kouznetsova’s ground truth obtained by the 12th image at 99.88%. This shows that the segmented image did not have a lot of noise. For the lowest specificity value achieved by the 3rd image of 97.56% in the DRIVE dataset, in the STARE dataset with Adam Hoovers ground truth obtained by the 19th at 96.13%, while in STARE with Valentina Kouznetsovas ground truth obtained by the 1st image at 96.61%.

3.3. Result Comparison

The comparison of processing results with other studies can be seen in Table 2.
Table 2. Comparison of processing results with other research

<table>
<thead>
<tr>
<th>Method</th>
<th>DRIVE Dataset</th>
<th>STARE Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy (%)</td>
<td>Sensitivity (%)</td>
</tr>
<tr>
<td>Frangi Filter + Otsu thresholding [7]</td>
<td>96.58</td>
<td>46.55</td>
</tr>
<tr>
<td>CLAHE dan Adaptive Filter + Otsu thresholding [10]</td>
<td>93.68</td>
<td>61.60</td>
</tr>
<tr>
<td>CLAHE dengan Average dan Gaussian Filters</td>
<td>95.10</td>
<td>60.27</td>
</tr>
<tr>
<td>+ ISODATA [10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hessian Matrix + Random walks [8]</td>
<td>93.76</td>
<td>63.33</td>
</tr>
<tr>
<td>Morphological hit-or-miss transform [18]</td>
<td>94.31</td>
<td>61.29</td>
</tr>
<tr>
<td>Proposed Method DRIVE</td>
<td>95.68</td>
<td>65.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FRangi Filter + Otsu thresholding [7]</td>
<td>93.76</td>
<td>49.7</td>
</tr>
<tr>
<td>CLAHE dan Adaptive Filter + Otsu thresholding [10]</td>
<td>94.56</td>
<td>61.35</td>
</tr>
<tr>
<td>CLAHE dengan Average dan Gaussian Filters</td>
<td>94.71</td>
<td>61.27</td>
</tr>
<tr>
<td>+ ISODATA [10]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D-Gabor Filter + Adaptive Thresholding [9]</td>
<td>91.00</td>
<td>36.00</td>
</tr>
<tr>
<td>Proposed Method 1 STARE</td>
<td>96.13</td>
<td>65.90</td>
</tr>
<tr>
<td>Proposed Method 2 STARE</td>
<td>93.89</td>
<td>52.15</td>
</tr>
</tbody>
</table>

Table 2 shows a comparison of the results of accuracy, sensitivity, and specificity obtained from the proposed method with other studies in the DRIVE and STARE datasets. In contrast, using the DRIVE dataset, the highest accuracy value was achieved by [7] research which applied Otsu Thresholding with image improvement using the Frangi filter. Still, the sensitivity value was lower than other methods using the DRIVE dataset. The highest sensitivity and specificity values were obtained by the proposed method. The proposed method received the highest accuracy and sensitivity values in the STARE dataset using Adam Hoover’s ground truth.

In contrast, the proposed method used Valentina Kouznetsova’s ground truth to achieve the highest specificity value. Based on the results of the performance evaluation of the proposed method, it can be concluded that the accuracy of the proposed method in segmenting blood vessels is outstanding, indicated by an accuracy value of 95.68% in the DRIVE dataset and the STARE dataset of 96.13% and 93.89%, respectively. In addition, the proposed method’s ability to correctly predict blood vessel pixels is quite good, as indicated by the sensitivity values of 65.05% in the DRIVE dataset and 65.90% and 52.15% in the STARE dataset, respectively. Furthermore, the ability of the proposed method to correctly predict non-vessel pixels is outstanding, indicated by the specificity values of 98.56% in the DRIVE dataset and the STARE dataset of 98.48% and 99.02%, respectively.

4. CONCLUSION

The results of image quality enhancement that have been carried out are outstanding because they can produce high image quality with values above 40 dB. The segmentation results on the DRIVE and STARE datasets yielded a high average accuracy value, a reasonably good sensitivity value, and a high specificity. The proposed method’s ability to predict thick blood vessels is outstanding. However, some have still not been detected for thin blood vessels, and the ability to predict a black background with white sample classification is exceptional. This study enhances image quality and segmentation of retinal blood vessels using Contrast Stretching and Adaptive Thresholding methods. However, the sensitivity results are still low. So it is hoped that further research can increase the sensitivity value and predicts fine blood vessels. This study provided an alternative method that was valid and accurate enough to be used in improving blood vessel segmentation images at once. if the image segmentation resulted have good quality then the image could be used in the classification of retinal disorders.
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