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ABSTRACT

Our previous work regarding the X-Ray detection of COVID-19 using Haar wavelet feature extraction
and the Support Vector Machines (SVM) classification machine has shown that the combination of
the two methods can detect COVID-19 well but then the question arises whether the Haar wavelet is
the best wavelet method. So that in this study we conducted experiments on several wavelet methods
such as biorthogonal, coiflet, Daubechies, haar, and symlets for chest X-Ray feature extraction with
the same dataset. The results of the feature extraction are then classified using SVM and measure the
quality of the classification model with parameters of accuracy, error rate, recall, specification, and
precision. The results showed that the Daubechies wavelet gave the best performance for all classi-
fication quality parameters. The Daubechies wavelet transformation gave 95.47% accuracy, 4.53%
error rate, 98.75% recall, 92.19% specificity, and 93.45% precision.
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1. INTRODUCTION
No one ever expected that in early 2020 the world began to be hit by a pandemic caused by the corona virus or better known

as COVID-19. The pandemic caused researchers in various fields of science to compete to research COVID-19 [1]. This virus as a
whole attacks the human respiratory system, so that the lungs are the organs most affected by COVID-19.

Digital image processing is one of the fields of science that can be implemented in the health sector, especially in terms of
detecting diseases based on input data in the form of digital images. X-ray image, especially chest X-ray image, is one type of image
that is commonly used as input data in research related to respiratory disease detection. Yee’s research supports the use of chest X-ray
images and machine learning as input data for the pneumonia diagnosis system [2]. The diagnostic system in this study was built
using a convolutional neural network (CNN) based on feature extraction. The features that have been extracted are then used to train
three classification algorithm models using the Kaggle dataset.

Early features of serious lung disease based on classified chest X-ray images were investigated in [3]. The features of the chest
x-ray image were extracted by gray level co-occurrence matrix (GLCM) and a probabilistic neural network were used as a classifier.
The probabilistic neural network was used as a classifier into normal and abnormal classes. Detection of the presence of pneumonia
clouds on chest X-Ray images is done using image processing techniques [4]. Indigenous algorithms have been developed to crop and
extract lung regions from images. The Otsu thresholding method is used to detect pneumonia clouds by separating the healthy lung
from the pneumonia-infected lung. Chest X-Ray image data was used to detect the presence of pneumothorax disease in this study
[5]. In the first stage, the local binary pattern (LBP) is used to extract features from the lung image. The support vector machine
(SVM) is then used for the classification of the pneumothorax. In the second stage, the detection method is based on multiscale
intensity texture segmentation by removing the background and noise on the chest X-Ray image to segment the abnormal lung areas.
Another study that uses chest X-Ray images is research on feature extraction on chest X-Ray images to analyze tuberculosis (TB)
[6]. Texture and shape-based features are extracted using the concept of image processing. The extracted features were then analyzed
using principal component analysis (PCA) and kernel principal component analysis (kPCA) techniques. DarkNet model used on
[7] as a classifier for chest X-Ray images obtained in real-time. The model is implemented using 17 convolutional layers and uses
different filtering on each layer. The results of these studies can be used by radiologists to validate the results of initial examinations
and can also be used via the cloud to immediately examine patients. Based on some previous studies that used chest X-Ray images
to detect respiratory diseases, in this study, chest X-Ray images were also used as input data.

Disease detection based on input data in the form of images requires a feature extraction process to obtain special features that
can be used to perform classifications related to the diagnosis of the disease under study. One method that can be used to perform
feature extraction is wavelet transform. Wavelets are a widely used choice for data analysis and have been applied in various fields
from biology to engineering. The discrete wavelet transform (DWT)-based feature extraction has a high discriminating power in
defining the target idea [8]. Discrete wavelet transform (DWT) was used on [9] to extract features from MRI images of the brain.
DWT is an important tool used to decompose images into different resolution levels so that significant features can be extracted from
the input image. The coefficients generated from the DWT are used as feature vectors which are then used as input vectors for the
classification algorithm.

The reliability of the wavelet transform in feature extraction is shown in [10]. The study compared transformation-based
image texture analysis to evaluate the quality of bananas. Based on this research, it is known that the wavelet transform shows the
most reliable results for all reference parameters, which is then followed by the Tamura and Gabor transformations. Other research
related to wavelet transform is [11]. In this study, multiple sclerosis was detected using biorthogonal wavelet transform, RBF kernel
principal component analysis, and logistic regression. Based on the statistical analysis of the detection results, it was found that the
combination of these methods far outperformed the five previous studies which were designated as state of the art.

In previous research [12], the author has used the Haar wavelet to generate feature vectors which are then used to detect
COVID-19 on chest X-Ray images. This study shows that the classification model accuracy is 93.91%, the error rate is 6.09%, the
recall is 98.75%, the specificity is 89.06%, and the precision is 91.26%. The vertical feature coefficient is the best feature coefficient
in the classification model that is built because it produces the best values for the accuracy and recall variables. This feature coefficient
also performs well on precision measurements. However, the research that the author has done is limited to using Haar wavelets for
the feature extraction stage, the question arises whether Haar wavelets are the best method of chest X-Ray feature extraction for
COVID-19 detection so that in this study feature extraction was carried out using other types of wavelets to determine the type of
wavelet capable of producing the best performance classification based on accuracy, error rate, recall, specificity, and precision. The
types of wavelet transform used in this study consist of biorthogonal, coiflet, Daubechies, haar, and symlets. The result of feature
extraction is in the form of a feature vector which becomes the input data for the SVM classifier.

In the case of disease detection through images, the special features generated at the feature extraction stage are used as input
data at the classification stage. One of the classification methods that are proven to have good classification abilities is the support
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vector machine (SVM). Based on research comparing SVM and random forest (RF) classification methods in remote sensing image
classification, one conclusion is obtained which states that the average classification accuracy value of SVM outperforms RF when
the data used contains many features [13]. Another research is about defect detection in logistic packaging boxes [14] using SVM
as a classifier. The simulation showed that the approach employed can detect two types of defects that commonly occur in logistic
packaging boxes with higher accuracy values and less computation time. Both of these are under industry requirements regarding the
classification and detection of defects in machine vision detection systems. Research conducted by [15], using the SVM method to
classify the port wine stain (PWS). Classification is carried out on the quantitative features of normal skin images and skin images
containing PWS tissue. Input image data was recorded from optical coherence tomography (OCT). The results obtained from this
study indicate that, when the classification is carried out with a complete feature set, the accuracy value is 92.7%, the sensitivity value
is 92.3%, and the specificity value is 93.8%. Research on the classification of cape gooseberry fruit based on maturity level used four
machine learning techniques consisting of artificial neural networks, SVM, decision trees, and K-nearest neighbor done in [16]. The
study compared the results of the classification carried out by the four machine learning techniques. Based on the results obtained,
it is known that the classification model based on the L * a * b * color space and the SVM classification method shows the highest
f-measure value regardless of the color space used.

COVID-19 detection was carried out in this study using data from chest X-ray scans as input. A wavelet transform is used to
extract features from the input data. Biorthogonal, coiflet, daubechies, haar, and symlets are the wavelet transformations employed
in this study. The feature vector obtained as a consequence of feature extraction is used as input data for the SVM classification
engine. The accuracy, error rate, recall, specificity, and precision of the final categorization are all evaluated. In comparison to earlier
works [11], the contribution of this study is to give a comparison of multiple wavelet basis functions that can provide the greatest
classification performance in cases of COVID-19 detection using chest X-ray images as input data. The study’s findings are provided
in a systematic format that includes a research method, results and analysis, and a conclusion.

2. RESEARCH METHOD
2.1. Dataset

Chest X-Ray images in the dataset are categorized into normal chest X-Ray images and chest X-Ray images diagnosed with
COVID-19, respectively represented by Figure 1. and Figure 2. Normal chest X-Ray image obtained from Ganesha General Hospital
located in Gianyar, Bali. Chest X-Ray image of diagnosed COVID-19 downloaded from [17]. Visually, the two types of images are
distinguished based on the presence or absence of a fog area covering the lung area. If there is a fog area in the image, then this image
is a chest X-Ray image diagnosed with COVID-19. To ensure the validity of all data used, an expert (doctor) has been involved to
verify and validate the data. The total amount of data used in this study was 164 data consisting of 82 normal chest X-Ray images
and 82 chest X-Ray images diagnosed with COVID-19.

Figure 1. Normal Chest X-Ray Figure 2. COVID-19 Chest X-Ray

2.2. Proposed Method
The stages used in this study are shown in Figure. 3. In the initial stage, preprocessing is carried out on all image data used. The

purpose of preprocessing is to obtain image data with uniform characteristics so that it will facilitate the process at a later stage. The
image preprocessing then goes through the feature extraction stage using wavelet transform. This study examines the classification
results of the feature vectors produced by five types of wavelets consisting of haar (the type of wavelet used in previous studies) [12]),
biorthogonal, coiflet, daubechies, and symlets. Feature extraction using wavelet transform aims to obtain feature vectors from normal
chest X-Ray images and chest X-Ray images diagnosed with COVID-19. The resulting feature vectors are then divided using the
k-fold cross-validation method to balance the composition of training data and test data [18]. This feature vector will be used at the
classification stage such as in research [19], so that the SVM method can distinguish the two types of images.

COVID-19 Chest X-Ray . . . (I Gusti Ayu Agung Diatri Indradewi)
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Figure 3. Stages of Proposed Method

2.3. Preprocessing
The preprocessing stage was conducted in this study to equalized the characteristics of the image data used. Image data with

the position of the lung object that is not ideal, through the first cropping process. Furthermore, all image data, both normal chest
X-Ray and chest X-Ray images diagnosed with COVID-19 are resized to 160 × 160 pixels. The initial format of the image data is
in the form of a 24-bit RGB image, so the next process is to convert a 24-bit RGB image into an 8-bit grayscale image using the
weighted summation of the R, G, and B components [20] as stated in (1):

f(x) = 0.2989 ∗R+ 0.5870 ∗G+ 0.1140 ∗B (1)

2.4. Wavelet Transformation
Wavelet transformation is a method used to present data, functions, or operators into different frequency components. The

frequency components are then analyzed based on the resolution with the appropriate scale [12]. When digital images are processed at
multiple resolutions, discrete wavelet transform (DWT) was used [21]. DWT can extract local features by separating the feature vector
components based on time and scale. Wavelet analysis involves two elements consisting of approximation and detail components
[22]. In general, DWT is an image decomposition at the image subband frequency. DWT implementation is done by passing high
frequency and low frequency signals to the image as shown in Figure. 4 [23].

Figure 4. Illustration of 1-level 2D Wavelet Transformation (Source:[24])

Table 1 compares the parameter characteristics of the wavelet basis functions used in this study, namely haar, daubechies,
biorthogonal, coiflets, and symlets. The five wavelet basis functions are used to generate feature vectors through the feature extraction
process.

Table 1. Comparison of Parameter Characteristics of Wavelet Basis Functions (Source:[25])

Parameter Characteristics Wavelet Basis Function

Haar Daubechies Biorthogonal Coiflets Symlets

Orthogonality Yes Yes No Yes Yes
Biorthogonality Yes Yes Yes Yes Yes
Compact Support Yes Yes Yes Yes Yes
CWT Yes Yes Yes Yes Yes
DWT Yes Yes Yes Yes Yes
Support Width 1 2N-1 Reconstitution:2Nr+1 6N-1 2N-1

Decomposition:2Nd+1
Filter Length 2 2N Max(2Nr,2Nd) +2 6N 2N
Symmetry Symmetry Approximate Dissymmetry Approximate Approximate

Symmetry Dissymmetry Symmetry Symmetry
Vanishing Moment of 1 N Nr-1 2N N
Wavelet Function
Vanishing Moment of - - - 2N-1 -
Scaling Function
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The size of the chest X-Ray image that has passed the preprocessing stage is 160× 160 pixels. The preprocessed image is then
processed with the basic functions of wavelet haar, daubechies (db4), biorthogonal (bior3.5), coiflets (coif3), and symlets (sym4)
using the MATLAB application to generate feature vectors. Figure 5 is an example of the results of wavelet decomposition of normal
chest X-Ray images using wavelet haar level 1.The image size after the level 1 wavelet decomposition process changes to 1

2 times
the original size, namely 80× 80 pixels.

Figure 5. Result of Level 1 Haar Wavelet Decomposition in Normal Chest X-Ray Image

Meanwhile, Figure 6 is an example of the results of wavelet decomposition of chest X-Ray images infected with COVID-19
using wavelet haar level 1.

Figure 6. Result of Level 1 Haar Wavelet Decomposition in Covid Chest X-Ray Image

COVID-19 Chest X-Ray . . . (I Gusti Ayu Agung Diatri Indradewi)
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The four resulting images are then converted into vector shapes which are used as feature vectors. The resulting feature
vector consists of the approximate coefficient, vertical detail coefficient, horizontal detail coefficient, and diagonal detail coefficient.
All feature vectors from each of these coefficients are then used in the classification to determine the chest X-Ray image which is
categorized as normal or diagnosed with COVID-19.

2.5. K-Fold Cross-Validation

One form of validation that uses k values to divide training data and test data is k-fold cross-validation. The main objective
of this method is to keep the amount of training data and test data balanced such that overfitting does not occur. This method can
guarantee that the classification algorithm is applied to each data in the dataset and that all data in the dataset is tested as training and
testing data [18]. K-fold cross-validation works by dividing the initial sample size into k subsamples. One subsample is utilized for
testing, while the other k-1 subsample is used for training. Cross-validation is carried out k times, with each subsample checked once
[25]. Based on the first test, the accuracy value can be found using (2).

accuracy =
t

n
(2)

where t is the number of samples that are true when tested, while n is the total number of samples in the dataset [18].

10-fold cross-validation is a cross-validation method that is very commonly used [25]. Therefore, in this study, the k value
used for cross-validation is 10. The classification experiment was carried out using a feature vector consisting of the approximate
coefficient, the vertical detail coefficient, the horizontal detail coefficient, and the diagonal detail coefficient. In each group of feature
vectors, the training data and test data were divided using 10-fold cross-validation. The feature vector data used as test data is divided
into 16 first datasets, 16 second datasets, and so on up to 16 tenth datasets. Characteristic vector data that is not used as test data is
used as training data that forms a classification model.

2.6. Support Vector Machine

Support vector machine (SVM) is a classification machine based on linear or nonlinear classification functions that can dis-
tinguish training and test datasets based on two or more classes [26, 27]. SVM transforms data into a form that produces the widest
plane separating the two data classes [28–30] as shown in Figure 7.

Figure 7. Data Classification with SVM

The SVM classification model used in this study is the same as previous research, which is built using the MATLAB application
with the kernel type used as a linear kernel [12]. The process consists of two stages. The first stage is the formation of a classification
model with training data input which will form a support vector and hyperplane. The second stage is the testing phase where the
classification results are tested based on the test data and the previously formed models.
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2.7. Evaluation Measures for Classification Model

To calculate the level of accuracy of the classifier, the accuracy measurement is used on [12, 31, 32], and [33] is a confusion
matrix. The confusion matrix element consists of True Positive (TP), True Negative (TN), False Positive (FP), False Negative (FN).
TP and TN stated that the classifier was capable of correct recognition. This means that positive tuples are recognized as such,
whereas negative tuples are recognized as such. FP and FN, on the other hand, indicated that the classifier machine made an error
while identifying tuples, with negative tuples being identified as positive and positive tuples being identified as negative. In this
study, normal chest X-Ray images represent positive tuples, while chest X-Ray images diagnosed with COVID-19 represent negative
tuples. The evaluation measure of the classification model used in this study is shown in Table 2.

Table 2. Classification Model Measurement Tools

Measures Formulas

Accuracy TP+TN
P+N

Error rate FP+FN
P+N

Recall TP
P

Specivicity TN
N

Precision TP
TP+FP

Where:
P = number of positive test data/normal chest X-ray
N = number of negative test data/COVID-19 chest X-ray.

3. RESULT AND ANALYSIS

The classification results with the SVM classifier show good performance based on the accuracy, error rate, recall, specificity,
and precision values. Table 3 shows the results of the performance of the SVM classification machine in the case of COVID-19
detection using input data in the form of chest X-Ray images.

Table 3. Measurement Result of Classification Model

Wavelet Basis Function Measurement Tools

Accuracy Error Rate Recall Specificity Precision

Haar 93.91% 6.09% 98.75% 89.06% 91.26%
Daubechies (db4) 95.47% 4.53% 98.75% 92.19% 93.45%
Biorthogonal (bior3.5) 94.84% 5.16% 98.13% 91.56% 92.97%
Coiflets (coif3) 95.00% 5.00% 98.13% 91.88% 93.20%
Symlets (sym4) 94.84% 5.16% 98.75% 90.94% 92.55%
Average 94.81% 5.19% 98.50% 91.13% 92.69%

The accuracy, error rate, recall, specificity, and precision values of each wavelet basis function shown in Table 3 are the average
values of each measurement tool in each classification experiment carried out using the 10-fold cross-validation method. Based on the
performance results in Table 3, it can be seen that the wavelet basis function with SVM can classify chest X-Ray images diagnosed
with COVID-19 well. This can be seen from the average value of the overall accuracy of the wavelet basis function is 94.81%. This
accuracy is higher than [12]. The recognition rate for normal chest X-Ray images for all datasets was very good, represented by
the average recall value, which was 98.50%. The recognition rate for chest X-Ray images diagnosed with COVID-19 for the entire
dataset shows good results, although the values are lower than the recognition rate for normal chest X-Ray images. This can be seen
from the specificity value of 91.13%.
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3.1. Accuracy
The quality of the classification model used can be seen from the accuracy value obtained. Based on Figure 8 it can be seen

that the highest accuracy value is produced by wavelet daubechies with 95.47%, while the lowest accuracy value is produced by
haar wavelets with 93.91%. These results indicate that the classification model using the feature vector generated by the daubechies
wavelet can classify chest X-Ray images diagnosed with COVID-19 and normal chest X-Ray images better when compared to other
types of wavelet basis function used in this study.

Figure 8. Comparison of The Accuracy Value of Each Wavelet Basis Function

3.2. Error Rate
When the accuracy value obtained is high, the error rate will be low. The relationship between the accuracy value and the error

rate is inversely proportional, this can be seen in Figure 9 If the accuracy value, wavelet haar produces the lowest percentage, then
at the error rate value, wavelet haar produces the highest percentage, which is 6.09%. Daubechies wavelet produces the lowest error
rate, which is 4.53%. This shows that the feature vector produced by using haar wavelets has the highest number of misclassification,
both errors in classifying chest X-Ray images diagnosed with COVID-19 and errors in classifying normal chest X-Ray images. In
contrast, the feature vector generated using daubechies wavelet has the lowest number of misclassification.

Figure 9. Comparison of The Error Rate of Each Wavelet Basis Function

3.3. Recall
The recall value shows that the classification model used can recognize positive data sets as positive data, or in other words, the

classification model can recognize normal chest X-Ray images. Figure 10 shows that haar and daubechies wavelets have the highest
percentage of recall values when compared to other types of wavelet basis functions, namely 98.75%. The lowest recall value is
produced by bior and coiflet wavelets, which is 98.13%. However, on average, the recall value of all types of wavelet basis functions

Matrik: Jurnal Managemen,Teknik Informatika, dan Rekayasa Komputer,
Vol. 21, No. 1, November 2021: 31 – 42



Matrik: Jurnal Managemen,Teknik Informatika, dan Rekayasa Komputer r 39

used in this study has a very high percentage, as shown in Table 3, which is 98.50%. The average percentage of recall values indicates
that the five types of wavelet basis functions used in this study have excellent capabilities in terms of recognizing normal chest X-Ray
images from positive data sets.

Figure 10. Comparison of The Recall of Each Wavelet Basis Function

3.4. Specificity
The ability of the classification model to recognize negative data sets as negative data is measured by the value of specificity.

This value in this study illustrates that the classification model used can recognize a set of chest X-Ray images diagnosed with
COVID-19. In Figure 11 it can be seen that the feature vector produced by daubechies wavelets has the highest percentage value of
specificity, namely 92.19%, followed by coiflet, biorthogonal, and symlets wavelets. Haar wavelet has the lowest specificity value,
which is 89.06%. When compared with the percentage of recall values, this shows that the feature vector produced by haar wavelets
only has the equivalent of daubechies wavelet when recognizing a set of normal chest X-Ray images.

Figure 11. Comparison of The Specificity of Each Wavelet Basis Function

3.5. Precision
The precision value shows a measure of the certainty of the classification model in recognizing positive data sets that match

the actual data labels. In this study, this means that how much the percentage of classification results on the set of normal chest
X-Ray images are recognized according to the actual data label. Figure 12 shows that the percentage of the highest precision value
is generated by the classification using the feature vector of the wavelet daubechies, which is 93.45%. The next percentage precision
values are followed by coiflet, biorthogonal, and symlets wavelets. The feature vector produced by Haar wavelet has the lowest
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precision value in the classification, which is 91.26%.

Figure 12. Comparison of The Precision of Each Wavelet Basis Function

4. CONCLUSION
Based on the findings of the research, it is possible to infer that the classification model for detecting normal chest X-Ray images

and diagnosing COVID-19 with the best performance is achieved by utilizing the feature vector generated by the daubechies wavelet.
This implies that the daubechies wavelet outperforms the haar wavelet applied in the [12]. This is represented by the percentages of
the highest accuracy, recall, specificity, and precision values obtained when the feature vector from the wavelet daubechies is used.
Also, the percentage error rate value of the daubechies wavelet is the lowest when compared to other wavelet basis functions used in
this study. For further research, it is suggested that the chest X-ray picture be segmented using the segmentation approach, having
wavelet decomposition performed just in the lung area.
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