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ABSTRACT 
 

 

Stock is an investment in the capital market that is very promising for investors. Investors can also 

get high returns from the shares invested. However, this stock price is not always stable, it can go up 

and down drastically. The purpose of this study is to predict stock prices because they often experi- 

ence instability. The method used in this research is using the Exponential generalized autoregressive 

   conditional heteroscedasticity (EGARCH) model with the Quasi Maximum Likelihood (QML) method. 
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The result of this research is the implementation of this model. The EGARCH model used is the stock 

price index model that is formed, namely the autoregressive integrated moving average (ARIMA) (0, 1, 

2) EGARCH (1.4). The conclusion from the results of the research that predictions using the ARIMA 

model (0, 1, 2) EGARCH (1, 4) is the best model in accommodating the asymmetric nature of the 

volatility of the stock price index. The results of this egarch model show more optimal prediction 

results seen from an error of 3% compared to other modes such as the arch model and the GARCH 

   model.  
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A. INTRODUCTION 

Capital Market is a securities trading activity and public offering. Securities trading issued is related to public companies, 

agencies, and other jobs related to it (?). Samsul defines the capital market as a place or means of meeting the needs and supply 

of long-term monetary instruments. Overall, the capital market is a method for framing capital and accumulating reserves aimed at 

expanding public cooperation in supporting assets for the development of national development assets (Samsul, 2006). The capital 

market is also a well-organized forum for trading securities, also known as the Stock Exchange. According to Nasarudin, the stock 

exchange is a forum/means to bring together investors with companies that trade securities so that there is a sale and purchase offer 

(Nasarudin et al., 2014). Article 1 paragraph 4 of the capital market law states that the stock exchange is a legal place for trading 

securities according to law. The stock exchange operator must be an individual who already has a business license from Bapepam 

(UUPM Article 6 paragraph 1). Stock is an investment in the capital market that is very promising for investors. Return is the 

value of profits or losses obtained from investments within a certain period of time (Zulfikar and Si, 2016) (Husein and Widyasari, 

2022). Shares are evidence of participation owned by individuals or institutions given by a company in the form of a limited liability 

company (PT) in the form of securities (Sunariyah, 2006) (Husein et al., 2022). With this stock, many companies will find it easy 

to get funds so as to encourage the economy to be better. Investors can also get high profits from the shares invested. However, this 

stock price is not always stable, it can go up and down drastically. To avoid this, stock price predictions are needed. This is the reason 

for researchers to raise stock prices as the object of research (Husein et al., 2021). 

Research using stock prices is usually done to find a model of the stock. The model of the stock being searched for can be used to 

predict stock prices on the following day, month, and year (Rizal and Soraya, 2018). By predicting stock prices, investors can consider 

decisions to sell or buy shares in order to get the desired profit. Stock price prediction is a process of analyzing the price of a stock and 
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also determining the price of a stock in the future (Prakoso, 2019). Stock prices can be used as investments that are quite valuable, but 

not always the investments made can provide benefits (Poerwanto and Fajriani, 2020). To avoid this, it is necessary to predict stock 

prices. Similar research on stock price predictions that have existed before, was carried out by Wibowo, et al. with the title ”Mod- 

eling Banking Stock Return Using Exponential Generalized Autoregressive Conditional Heteroscedasticity (EGARCH)”. Research 

conducted by Wibowo, et al. shows that the visible EGARCH model has the relevant parameters ARIMA([2],0,[2]) EGARCH(1,1), 

ARIMA([2,4],0,[2,4]) EGARCH(1,1) and ARIMA([4],0,[4]) EGARCH(1,1) (Wibowo et al., 2017). Amelia (2017) with the title 

”Modeling Volatility Using the Egarch Method in the Jakarta Islamic Index” research conducted by Amelia shows that the best 

GARCH univariate model is EGARCH (3.3) (Amelia, 2017). Furthermore, Kartika researched on ”Exponential EGARCH Modeling 

Using the Quasi Maximum Likelihood Method”. this study shows forecasting using the ARIMA model (0,1,1) egarch (1,4) produces 

stock price values that are close to the actual data (Kartika, 2020) 

To predict stock prices can be seen from the volatility. Volatility is a condition when data moves up and down, it can even move 

to extremes. Volatility is usually produced by the standard deviation of returns which has important implications in calculating risk 

(Ariefianto, 2012). In stock price prediction, volatility is used to measure the risk level of stock price selection by looking for volatility  

modeling. To measure volatility, there are several models that can be used, with this model we can predict stock prices, including the 

ARCH (Autoregressive Conditional Heterocedasticity) model. This model is described by Engle (1982) in his article on the ARCH 

model used to measure the estimated means and variance of inflation in the UK (United Kingdom) due to the emergence of volatility 

clustering or heteroscedasticity. However, this ARCH model has a drawback, namely the higher the lag , the model is not feasible 

to use, resulting in limited lag that can be used. To minimize the shortcomings in the ARCH model, Bollerslev (1986) developed 

a GARCH (Generalized Autoregressive Conditional Heterocedasticity) model which has a more flexible lag level. Bollerslev uses 

GARCH in calculating the stock price index and exchange rate (Engle, 1982). However, this GARCH model also has weaknesses in 

dealing with the asymmetry phenomenon in volatility. Based on this, the Asymmetric GARCH model was developed to overcome the 

shortcomings of the GARCH model. The development of the GARCH model includes EGARCH, TGARCH, ARCH-M, etc. These 

models can be used to predict stock prices in various companies listed on the stock exchange. To be able to use the Asymmetric 

GARCH model, a method is needed. Methods that can be used include the QML (Quasi Maximum Likelihood) method. the Quasi 

Maximum Likelihood (QML) method is an estimation method that is carried out on variations in model parameters. The QML 

method can be used as a time series analysis whose error values do not follow the normal distribution. QML estimation uses the 

maximum likelihood method as the basis so that the calculation of quasi-variations is the same as the values obtained from the 

maximum likelihood method (Saida et al., 2016). To find the best model for prediction by using EGARCH model to see the efectifity 

from this model. 

 
B. LITERATURE REVIEW 

1. Time Series Analysis 

a. Meaning of time series 

Time series data is data that has been observed on an object for several periods. This data is usually presented with 

monthly, quarterly, weekly and daily period data. An example can be seen through the notation in the following regression 

equation (Nuryanto and Pambuko, 2018): 
 

Yt = b0 + b1xt + . . . + ut (1) 

 

b. Stationary Test 

In testing the consistency of the movement of the data used statistical testing. There are several tests that are used to 

test statistically, including the Augmented Dickey-Fuller (ADF) test (Wardhono et al., 2019). Augmented Dickey-Fuller is a 

method to test the stationary level of a data. Stationary testing of the data used is done by seeing whether there is a unit root 

in the model (Inlistya, 2017). 

The Augmented Dickey-Fuller test can be tested with the following hypothesis: 

H0 : |φ| = 1 (non-stationary data) 

H1 : |φ| < 1 (stationary data) 

Test statistics 

T  = 
   φ1 − 1  

SE(φ1 − 1) 
(2) 
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c. White Noise Test 

There is a process {at} is a process of white noise if the process is a sequence of uncorrelated random variables from 

a fixed distribution with a constant mean, E(at) = µa which is assumed to be equal to zero, constant variance V ar(at) =, 

and covariance . Therefore it is called a white noise process σ2γk = Cov(at, at+k) = 0{at} is a stationary with (Kuntoro, 

2015): 

 

d. Heteroscedasticity 

Heteroscedasticity is the variance of data that is not stable or constant. Heteroscedasticity can occur due to transitions 

that are not detected in the regression model, such as the transition of the value of a stock’s price caused by bad news about the 

company selling its shares, thus giving the effect of changes in the level of data accuracy. Cross section data, often experience 

Heteroscedasticity Disorders as well as time series data (time series) (Pratisto, 2004). Heteroscedasticity can symbolically 

be written as follows: 
E(u2) = σ2, i = 1, 2, . . . , n (3) 

i i 

The symbol of the ui shows the disturbance factor (error) 

The effect of heteroscedasticity can be seen by the graphical method. The way this method works is by checking the 

condition of the scatter plot between the value of a prediction of a related variable and the remainder. If in the scatter plot it 

is found that the plot makes a pattern, the patterns can be: wavy, funnel, and enlarge and then decrease, then the data can be 

said to be heteroscedasticity. 

 
e. EGARCH Models 

The EGARCH model is a variant of the ARCH/GARCH model. This EGARCH model is also an ARCH model that 

accommodates asymmetric fluctuations to exponential volatility. 

In the EGARCH model (p, q) can be formulated as: 

2 
Σ 

2
 Σ . εt−i . Σ 

 

 

εt−k 

ln σt = α0 + 
j=1 

βj ln σt−j + 
i=1 

αi σt−i k=1 
γk 
σ

 
t−k 

(4) 

where is the constant of the model parameter EGARCH(p, q). α0, αi, βj 

 
2. Parameter Estimation 

a. Quasi Maximum Likelihood Method 

QML is a predictive method on parameter variances. utilization of the maximum likelihood method is still used as the 

basis for estimating the quasi maximum likelihood (QML) method. 

The likelihood function is written as: 

 
L(ε1, . . . , εT |θ) = 

t

Y

=1 

      1  
√

2φσ2 
exp 

 
2 
t   

2φσ2 

 
(5) 

By utilizing the natural logarithm conditions, the log likelihood function can be arranged as follows (provided that the 

constants are ignored): 
 

lt(θ) = 
  1  

T
 

2T lt(θ)

!

 

 

(6) 

where  
lt(θ) = − 

t=1 
 

 

ln σ2(θ) + 

 
 

2 
t 

α2(θ) 

 

(7) 

 

C. RESEARCH METHOD 

1. The Research Sources and Variables 

That research variables are properties or properties or values of individuals, items or actions that have certain variations 

determined by the analyst to concentrate on and then reach conclusions (Sugiyono, 2013). The research data source is the subject 

+ 
r 

α 
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of the data source obtained (Arikunto, 2019). The data used is the stock price index data on a daily basis. Data is available at the 

Indonesia Stock Exchange office, when data collection is hindered due to the COVID-19 condition, data collection is carried out 

through the IDX official website. The data collection period is 1 July 2020 to 30 June 2021. The variable of the data used in this 

study is the stock price return data. 

 

2. Data Analysis Techniques 

The research carried out was assisted by using EViews 10 software. The steps taken to analyze the data were as follows: 

1. Make stock data into return data. 

2. There are several tests used to test statistician, including the Augmented Dickey-Fuller (ADF) test (Wardhono et al., 2019). 

Performing the Augment Dickey Fuller (ADF) test to perform a statistical test. If the data is not stationary, then differencing is 

done. 

3. Identify the ARIMA model by looking at the AR and MA orders on the ACF and PACF correlogram lags in the data. ACF and 

PACF are used to identify the time series model and to determine the stationary of the data (Inlistya, 2017). 

4. ARIMA model parameter estimation 

5. The verification of the model is to test the independence of the residuals and test the normality of the residuals. 

6. Residual independence test can be seen on the probability value that meets the criteria, which is more than a = 0.05 or the 

Q-stat lag value of 12, 24, and 36 on the residual correlogram of the ARIMA model. 

7. The residual normality test is carried out by using the Jarque-Bera test, it meets the requirements if the probability value is 

more than a = 0.05. 

8. See the effect of heteroscedasticity by performing the Lagrange Multiplier test. Meets the criteria if the LM value is greater 

than 0.01. 

9. Identify the EGARCH model. 

10. By using the quasi-maximum likelihood method, parameter estimation in the EGARCH model is carried out. 

11. Choose the best EGARCH model. 

 
 

D. RESULTS AND DISCUSSION 

1. Description of data 

The data used is stock price return data which consists of 241 observations 

 
 

Figure 1. Histogram and descriptive statistics of stock price log-return 

 

 
The level of the stock price index log-return has a positive mean value, this indicates that the data has increased, a positive 

skewness indicates that the data is skewed to the right, then the value of kurtosis which is higher than 3 means that the data These 

have early symptoms of heteroscedasticity. 
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2. Statistically test 

 
In this study, looking back at the statistical log-return data from the stock price index, the results of the stock price log-return 

plot are as follows 

 

 

 

 

Figure 2. Stock price log-return plot 

 

 

 
 

The statistical data is in the mean, besides that, an augmented dicky fuller test will also be carried out , the results of which 

are as follows. 

 

 

Table 1. Statistician test result 

t-Statistic Prob* 

Augmented Dickey-Fuller test statistic -15.93616 0.0000 

Test critical values: 1% level -3.457630  

5% level -2.873440  

10% level -2.573187  

 

 

 

 
 

The return data is stationary in the mean because the probability value = 0.0000 ≤ 0.05 or the absolute ADF test value 

(t-Statistic = -15.93616) is greater than the critical test values 5% level = - 2.873440. 

 

 
3. Spatial Effect Test 

 
To identify the ARIMA model, it can be seen from the ACF and PACF plots. The results of the Arima plot are as follows. 
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Figure 3. Plot ACF PACF at level level 

 
The ACF value from lag 1 to lag 36 is relatively small, approaching the value 0, but we also see that the value of the 

probability is relatively greater than 0.05, this means that the data is not statistically related to variance so that it is necessary to 

do differencing on data. The following is the result of the ACF PACF plot that has been differencing 1 time. 

 
4. Spatial Heterogeneity Test with R and Geoda Software 

Residual independence test is used to detect whether there is a correlation between lags. The following are the results of the 

residual independence test: 
 

  Table 2. Residual independence test result  

Model Lag Q-stat Decision 

ARIMA (0, 1, 1) 12 22.084 H0 accepted 

 24 28.832 H0 accepted 

 36 36.165 H0 accepted 

ARIMA (0, 1, 2) 12 105.46 H0 accepted 

 24 118.70 H0 accepted 

 36 123.92 H0 accepted 

ARIMA (0, 1, 3) 12 79.638 H0 accepted 

 24 88.440 H0 accepted 

 36 93.955 H0 accepted 

ARIMA (1, 1, 0) 12 80.963 H0 accepted 

 24 91.143 H0 accepted 

 36 99.527 H0 accepted 

ARIMA (2, 1, 0) 12 105.44 H0 accepted 

 24 119.85 H0 accepted 

 36 125.17 H0 accepted 

ARIMA (3, 1, 0) 12 78.438 H0 accepted 

 24 87.110 H0 accepted 

 36 92.466 H0 accepted 
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all Arima models meet the residual assumptions with the hypothesis: 

H0 : there is a correlation between lag 

H1 : there is no correlation between lags 

So that all of these models can be tested for normality of the residuals Residual normality test 

The residual normality test is used to determine whether the residual data is normally distributed or not. Here are the results 

of the residual normality test 

Table 3. Residual normality test results 

Model Jarque bera Prob. Decision 

ARIMA (0, 1, 1) 179.5463 0.000000 H0 rejected 

ARIMA (0, 1, 2) 86.44945 0.000000 H0 rejected 

ARIMA (0, 1, 3) 86.10540 0.000000 H0 rejected 

ARIMA (1, 1, 0) 113.0354 0.000000 H0 rejected 

ARIMA (2, 1, 0) 90.17791 0.000000 H0 rejected 

ARIMA (3, 1, 0) 85.26047 0.000000 H0 rejected 

 
all model residuals are not normally distributed because the probability value is less than a confidence interval of 0.05, 

which is rejecting H0, with the following conditions: 

H0 : presence of ARCH/GARCH effect 

H1 : no effect ARCH/GARCH 

Heteroscedasticity 

Test the effect of heteroscedasticity using the white test, the following are the results of the heteroscedasticity test carried out, 

 

Table 4. ARIMA model heteroscedasticity test result 

Model Prob. Decision 

ARIMA (0, 1, 1) 0.000000 H0 accepted 

ARIMA (0, 1, 2) 0.000000 H0 accepted 

ARIMA (0, 1, 3) 0.000000 H0 accepted 

ARIMA (1, 1, 0) 0.000000 H0 accepted 

ARIMA (2, 1, 0) 0.000000 H0 accepted 

ARIMA (3, 1, 0) 0.000000 H0 accepted 

 
There is a heteroscedasticity effect from the residual because the probability value is less than 0.05 or accept H0. Therefore, 

to overcome the problem of hateroscedasticity in the ARIMA model data return , GARCH modeling is carried out, namely 

EGARCH. 

 
5. Identify the EGARCH 

The EGARCH model was formed to overcome the heteroscedasticity problem that occurred in the ARIMA model, because 

the residual test conducted previously stated that the ARIMA model formed had a heteroscedasticity effect, an ARCH/GARCH 

model was formed to overcome the heteroscedasticity problem, the EGARCH model was formed to address this by looking at 

The following values of Akaike’s Information Criterion (AIC) and Schwarz’s Information Criterion (SIC) are AIC/SIC results 

from the initial EGARCH model. 

Table 5. AIC/SIC result from the initial EGARCH model 

Model AIC SIC 

EGARCH (1, 2) -3.410981 -3.338467 

EGARCH (1, 4) -3.402629 -3.301111 

EGARCH (2, 1) -3.458259 -3.385746 

EGARCH (2, 2) -3.491218 -3.404202 

EGARCH (3, 3) -3.487158 -3.371137 

 
It can be seen from the table that the initial EGARCH model to be used is the model that has the smallest AIC and SIC 

values, and which has the smallest AIC and SIC values is the EGARCH model (1, 4), so the model used is the EGARCH model 

(1, 4) 
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6. EGARCH model parameter estimation 

After determining the EGARCH model, then parameter estimation is carried out, here are the results of the EGARCH model 

parameter estimation. 

 
Table 6. EGARCH model parameter estimation results 

Model Parameter Prob Decision 

ARIMA(0, 1, 1) φ1 0.8504 H0 accepted 

EGARCH (1, 4) a0 0.9980 H0 accepted 

 a1 0.9982 H0 accepted 

 γ1 0.9998 H0 accepted 

 ϑ4 0.9995 H0 accepted 

ARIMA(0, 1, 2) φ12 0.0078 H0 rejected 

EGARCH (1, 4) a0 0.1143 H0 accepted 

 a1 0.0000 H0 rejected 

 γ1 0.0007 H0 rejected 

 ϑ4 0.0000 H0 rejected 

ARIMA(0, 1, 3) φ3 0.0176 H0 rejected 

EGARCH (1, 4) a0 0.1175 H0 accepted 

 a1 0.0000 H0 rejected 

 γ1 0.0040 H0 rejected 

 ϑ4 0.1262 H0 accepted 

ARIMA(1, 1, 0) ω1 0.0000 H0 rejected 

EGARCH (1, 4) a0 0.1309 H0 accepted 

 a1 0.0001 H0 rejected 

 γ1 0.0533 H0 accepted 

 ϑ4 0.0000 H0 rejected 

ARIMA(2, 1, 0) ω2 0.6714 H0 accepted 

EGARCH (1, 4) a0 0.0866 H0 rejected 

 a1 0.0000 H0 rejected 

 γ1 0.0140 H0 rejected 

 ϑ4 0.3107 H0 accepted 

ARIMA(3, 1, 0) ω3 0.0097 H0 rejected 

EGARCH (1, 4) a0 0.0756 H0 accepted 

 a1 0.0000 H0 rejected 

 γ1 0.0018 H0 rejected 

 ϑ4 0.1162 H0 accepted 

 
There is no model whose all parameters reject H0 therefore to determine the best model to be used is to look at the smallest 

AIC and SIC values from the above model, and it can be seen that the model that has the smallest AIC and SIC values is ARIMA 

(0, 1, 2) EGARCH (1, 4) models. 

 

7. Diagnostic Checking model EGARCH 

Residual randomness test 

Based on the results of the residual randomness test using the ACF and PACF correlograms, nothing significant until the 36th 

lag, so it can be seen that the residual value of the ARIMA model (0, 1, 2) EGARCH (1, 4) is random. 

 
Table 7. Test Lagrange Multiplier Model EGARCH 

Model LM  Prob.  Decision 

ARIMA (0, 1, 2) EGARCH (1, 4) 0.3150 0.3129 H0 rejected 
 

 

The probability value is 0.3129, where the value is greater than the confidence interval value of 0.05 so that we reject H 0 

so it can be concluded that the resulting model is ARIMA (0, 1, 2) EGARCH (1, 4) which is estimated to be free from the effect 

of heteroscedasticity, namely: 

Yt = Yt−1 + µ − 0.130606εt−2 + εt 
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. . 

with 

ln(σ2) = −0.004 − 0.161 

  
. εt−1   .

  

+ 0.237 

  
  εt−1      

   

+ 0.461 ln(σ 
 

  

 
 

) + 0.187 ln(σ ) 

t √
σt−1 

+ 0.215(σt−3) + 0.109(σt−4) 

√
σt−1 

t−1 t−2 

Based on the known ARIMA (0, 1, 2) model, we can see that this model is a model for the stock price return index that has been 

transformed back into the form of a stock price index. 

 
8. Stock Price Prediction 

To find out whether this model is feasible to use in predicting stock prices, it is necessary to first look at the error value, 

which can be seen in the following figure. 

 

 

Figure 4. Model feasibility prediction result 

 
The result of the prediction of the feasibility of the model used in predicting stock prices at PT. ANEKA TAMBANG T, bk. 

It can be seen from the figure that the MAPE error rate (mean abs percent error) is 3.06%. 

Predictions are made for the next month from the data used, namely from the beginning of July 2020 to the end of June 

2021. The results of the forecasting of the stock price index are as follows. 

 
Table 8. Model feasibility prediction results 

Date Actual Data Prediction results 

16-06-2021 2.320 2.334648 

17-06-2021 2.330 2.345889 

18-06-2021 2.230 2.238753 

21-06-2021 2.200 2.223282 

22-06-2021 2.260 2.273208 

23-06-2021 2.250 2.253351 

24-06-2021 2.250 2.261178 

25-06-2021 2.300 2.308584 

28-06-2021 2.240 2.243076 

29-06-2021 2.220 2.237104 

 
In this study, from the prediction results from the stock data obtained, it can be concluded that there was an increase in the 

stock price of PT ANEKA TAMBANG T, bk. There was a continuous increase in prices as we can see on 1/7/2021 and continued 

to increase until 30/7/2021. So that it can be a reference for investors to see volatility as a reference, they can buy shares or sell 

them as a market strategy.In this section, it is explained the results of research and at the same time is given the comprehensive 

discussion. Results can be presented in figures, graphs, tables and others that make the reader understand easily [2, 5]. The 

discussion can be made in several sub-chapters. 
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PT. ANEKA TAMBANG, Tbk. years 2020-2021 u.sing the. Quasi Ma ximum L ikelihood method are as follows, Yt = Yt−1 + µ − 

E. CONCLUSION AND SUGGESTION 

Based on the results and discussion it can be concluded that Implementation of the EGARCH model on the price index of 
 

 

0.130606ε 
 
t−2 

 

+εt with ln(σ2) = −0.004−0.161 
  εt−1  

. √σt−1 
.
 

 

+0.237 
  εt−1  
√
σt−1 

 

+0.461 ln(σ 
 
t−1 

 

)+0.187 ln(σ 
 
t−2 

 

)+0.215(σ t−3)+ 

0.109(σt−4). The results of the study provide stock price predictions using the ARIMA model (0, 1, 2) EGARCH (1, 4) is the best 

model in accommodating the asymmetric nature of the volatility of the stock price index of PT. ANEKA TAMBANG, Tbk 
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