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ABSTRACT

Student graduation is a very important element for universities because it relates to college accredi-
tation assessment. One of them is at the Faculty of Engineering Nurul Jadid University, which has
problems completing the study period within a predetermined time. So that it can be detrimental
because accreditation is less than optimal, and the number of active students makes it less ideal in
teaching and learning activities. This study aimed to compare the level of accuracy using the C4.5
algorithm and Nave Bayes method in predicting graduation on time. The C4.5 and Nave Bayes algo-
rithms are one of the methods in the algorithm for classifying. Tests were carried out using the C4.5
and Nave Bayes algorithms using Google Colab with Python programming language, then validated
using 10-fold cross-validation. The results of this study indicate that the Nave Bayes method has a
higher accuracy value with an accuracy rate of 96.12%, while the C4.5 algorithm method is 93.82%.
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1. INTRODUCTION
Student graduation is an essential element for universities because it relates to the assessment of university accreditation.

Universities can be assessed through the timely graduation of students. The more students who graduate on time (4 years), the
higher the assessment of the college. Meanwhile, graduation itself is a benchmark for students for their academic results. To achieve
graduation, students must go through several stages or processes, such as completing all courses, real work lectures (KKN), fieldwork
practices (PKL), and final assignments. These stages can be carried out following the time determined by the university. The Faculty
of Engineering, Nurul Jadid University, still has several problems completing the study period, which exceeds the predetermined
time. Of course, this can be detrimental because it makes it less optimal in faculty accreditation and the number of active students,
making it less ideal for teaching and learning activities.

From the above problems, research can be done using a method to predict student graduation on time. One of them can
use the Machine Learning Algorithm as a method of mining knowledge from a data set [1]. Several Machine Learning algorithms
used in predicting student graduation, such as the Support Vector Machine (SVM) [2], C4.5 [3][4], K-Nearest Neighbor (KNN) [5],
Correlated Naive Bayes (C-NBC) [6] and Nave Bayes algorithms [7][8] [9], can be used.

Research [10] uses the C4.5 method to predict student graduation using 640 student data, which is divided into 340 instances
of training data and 300 instances of testing data. There are 4 attributes used to predict student graduation, namely department name,
GPA, English score, and age. Based on the research results, the C4.5 method obtained an accuracy of 90%. Research [11] uses the
KNN method to predict student graduation with 443 data, which is divided into 380 instances as training data and 163 instances as
testing data. Based on the research results, the KNN method obtained an accuracy of 85.28%. Research [12] uses the Niave Bayes
method to predict student graduation based on academic history using 173 instances of data, which is divided into 125 instances as
training data and 48 instances as testing data. Based on the research results, the Nave Bayes method was able to obtain an accuracy
of 70.83%.

This research uses the C4.5 and Nave Bayes algorithm techniques, very popular algorithms because they have a high level of
accuracy in classifying data [13]. By utilizing data on active Faculty of Engineering semester 6 academic year 2019/2020 students.
Student data that becomes input attributes are name, study program, IPK, IP Semester 3 until 5, SKS semester 5, and study period.
The attribute used to classify data consisting of ” graduation on time ” and ” graduation not on time ” is the study period attribute data.
So, this study aimed to compare the level of accuracy using the C4.5 algorithm and Nave Bayes method in predicting graduation on
time.

2. RESEARCH METHOD
Below is a research framework on on-time student graduation using the C4.5 and Nave Bayes algorithm methods is shown in

Figure 1.

Figure 1. Research Framework
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2.1. Data Collection

The results of interviews with the Academic and Student Administration Bureau (BAAK) and data obtained from the BAAK
of the Faculty of Engineering are 353 data on active students in semester 6 in the 2019/2020 academic year. In each semester, there
must be 10% to 15% of students who do not graduate on time. Students have a maximum semester limit of 14; if more than the
predetermined semester, the student is dropped out. The process of recording student grades is carried out directly by lecturers to
the Nurul Jadid University SMPT system because each lecturer has their application synchronized to the center. The assessment by
lecturers must follow the SOP following applicable rules and regulations. The data obtained from BAAK are NIM (student number),
name, study program, entry period, type of registration, academic year, status, semester credits (SKS), IPS, total credits (SKS total),
and IPK which is shown in Table 1.

Table 1. Student Dataset Sample

Study Program Entry Period Registration Type Academic Year Status SKS Smt. IPS SKS Tot. IPK
S1 Teknik Informatika 20191 New Student 20201 Active 24 3,52 102 3,7
S1 Teknik Informatika 20191 New Student 20201 Active 21 2,93 93 3,07
S1 Teknik Informatika 20191 New Student 20201 Active 24 3,49 102 3,65
S1 Teknik Informatika 20191 New Student 20201 Active 24 3,49 102 3,64
S1 Teknik Informatika 20191 New Student 20201 Active 24 3,68 102 3,62
S1 Teknik Informatika 20191 New Student 20201 Active None None None None
S1 Teknik Informatika 20191 New Student 20201 Active None None None None

2.2. Data Selection

This data selection stage will be used to implement the Machine Learning Algorithm. This stage is carried out after obtaining
data that has been obtained from the BAAK Faculty of Engineering, Nurul Jadid University. The data used only name data, study
program, 5th-semester SKS, 5th-semester IPK, IPS, which is used only for 3rd-semester IP to 5th-semester IP and status which is
shown in Table 2.

Table 2. Student Data Selection

SKS Tot. IPK IPS Semester 3 IPS Semester 4 IPS Semester 5 Description
102 3,7 3,55 3,66 3,52 Active
93 3,07 2,2 2,43 2,93 Active
102 3,65 3,59 3,49 3,49 Active
102 3,64 3,44 3,53 3,49 Active
102 3,62 3,29 3,44 ,3,68 Active
79 3,64 3,74 3,42 None Inactive
58 2,42 2,23 None None Active
58 2,25 2,6 None None Active

2.3. Data Cleaning

The next stage is cleaning by deleting incomplete data and recapitulating data on students actively studying, not taking college
leave, or transferring. The data used are name, study program, SKS (credits) total, IPK, IPS semester 3, IPS semester 4, IPS semester
5, and information (See Table 3).

Table 3. Cleaning Data Table

SKS Tot. IPK IPS Semester 3 IPS Semester 4 IPS Semester 5 Description
102 3,7 3,55 3,66 3,52 Active
93 3,07 2,2 2,43 2,93 Active
102 3,65 3,59 3,49 3,49 Active
102 3,64 3,44 3,53 3,49 Active
102 3,62 3,29 3,44 3,68 Active
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2.4. Transformation Data
The next stage is to transform the data by changing the attribute name, which can be seen Table 4. The second transformation

is changing IPS data into index data with a range (See Table 5). The third transformation is to change the caption data with the
following provisions (See Table 6). The fourth transformation is to change the study program data with the provisions (See Table 7).
The fifth transformation is to change the SKS data with the provisions (See Table 8). The sixth transformation is to convert IPK data
into a range (See Table 9). The overall data management transformation results can be seen in Table 10.

Table 4. Transformations Change Attribute Names

Attributes before Attributes after
SKS Tot SKS tempuh

IPS IPS Semester 3, IPS Semester 4, IPS Semester 5
Status Description

Table 5. IPS Data Transform

Range Description
3,51 - 4,00 0
3,00 - 3,50 1
2,51 - 2,99 2
2,00 - 2,50 3
0,00 - 1,99 4

Table 6. Description Data Transformation

Description Provisions
Graduation on Time 0

Graduation Not on Time 1

Table 7. Study Program Data Transform

Index Description
Information System SI

Informatics IF
Software Engineering RPL

Informatics Engineering TI
Electrical Engineering TE

Table 8. SKS Data Transformation

Range Description
0 - 97 0

98 - 102 1

Table 9. IPK Data Transform

Range Description
3,51 - 4,00 0
3,00 - 3,50 1
2,51 - 2,99 2
2,00 - 2,50 3
0,00 - 1,99 4
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Table 10. Results of Transformation Data Management

SKS Tempuh IPK IPS Semester 3 IPS Semester 4 IPS Semester 5 Description
1 0 0 0 0 0
0 1 2 3 2 1
1 0 0 1 1 0
1 0 1 0 1 0
1 0 1 1 0 0

3. RESULT AND ANALYSIS
After transforming the data according to what will be used in the Machine Learning Algorithm stage, data analysis is carried

out using the C4.5 algorithm method, where the data analysis process uses Google Colab to make it easier to classify data. The data
is divided into training data and testing data. The data used for training data is 259, and testing data is 87. The Tabel 11 shows the
accuracy value using the confusion matrix.

Table 11. C4.5 Confusion Matrix Algorithm

Actual
Prediction

True False
Graduation on Time 75 2

Graduation not on time 1 9

Based on Table 11, the accuracy value is 96.55%, the recall value of passing on time is 98.68%, the recall value of passing not
on time is 81.81%, the precision value of passing on time is 97.40%, the precision value of passing not on time is 90%. So that from
87 data can be predicted is the data passed on time with correct values and predicted to be correct is 75, the data passed on time with
the correct value and mispredicted is 2, the data that graduated not on time with correct values and predicted to be correct is 9, and
the data that graduated not on time is correctly valued and mispredicted is 1.

3.1. Implementation of Using Nave Bayes
After transforming the data according to what will be used in the Machine Learning Algorithm stage, data analysis is carried

out using the Nave Bayes method, where the data analysis process uses Google Colab to make it easier to classify data. division of
data into training data and testing data. The data used for training data is 259, and testing data is 87. Table 12 shows the accuracy
value using the confusion matrix.

Table 12. Naive Bayes Confusion Matrix

Actual
Prediction

True False
Graduation on Time 74 3

Graduation not on time 1 9

Based on Table 12, the accuracy value is 95.40%, the recall value of passing on time is 98.66%, the recall value of passing not
on time is 75%, the precision value of passing on time is 96.10%, the precision value of passing not on time is 90%. So that from 87
data can be predicted is the data passed on time with correct values and predicted to be correct is 74, the data passed on time with the
correct value and mispredicted is 3, the data that graduated not on time with correct values and predicted to be correct is 9, and the
data that graduated not on time is correctly valued and mispredicted is 1.

3.2. Model Testing Using K-fold Cross Validation
The k-fold cross-validation test results are used to determine the accuracy that has the best value. Table 13 shows the accuracy

results. The conclusion from testing k-fold cross-validation using the C4.5 algorithm above is that the accuracy value of 10 folds has
very good results. The resulting accuracy values include 100% and 96.15%. While using Nave Bayes, the accuracy value of 10 folds
has very good results. The resulting accuracy values include 100% and 96.15%. However, of the 10 folds, the selection is done by
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calculating the average of all values to get the best accuracy. The value obtained from the calculated c4.5 algorithm accuracy value
is 93.82%, while the calculated Nave Bayes accuracy value is 96.12%. The comparison results of the two methods can be seen in
Figure 2. Based on the table above, predicting student graduation on time using the Nave Bayes method has a higher accuracy value
compared to the accuracy value using the C4.5 algorithm method of 96.12%. Of the two methods, both have a difference in accuracy
value of 2.30%. This is in line with research [14] [7] which used the Nave Bayes method and obtained high accuracy in the cases
studied.

Table 13. Test Results using 10-fold Cross Validation

K-fold
C4.5 Algorithm Naive Bayes
Accuracy Accuracy

K1 92,21% 100%
K2 96,15% 92,31%
K3 92,31% 92,31%
K4 100% 100%
K5 92,31% 96,15%
K6 96,15% 96,15%
K7 96,15% 100%
K8 92,31% 92,31%
K9 88,46% 100%
K10 92% 92%

Average 93,82% 96,12%

Figure 2. Comparison of Accuracy Value of C4.5 and Nave Bayes Algorithm Methods

4. CONCLUSION
Based on the results of predicting graduation using the C4.5 algorithm, it has an accuracy value of 93.82%, and the Nave Bayes

algorithm has an accuracy value of 96.12%. From the test results using the Nave Bayes method, it has a higher accuracy value than
the C4.5 algorithm method, so the Nave Bayes method can be recommended for further research. Furthermore, the decision tree
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implemented from the C4.5 algorithm shows that the most influential criteria and variables to predict graduation are IPS Semester 5.
Future research can apply feature selection to select features that influence student graduation predictions so that the accuracy of the
method used can increase.
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